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1. What is VARS-TOOL?

VARS-TOOL is a next-generation, multi-method sensitivity and uncertainty analysis software toolbox,
applicable to the full range of computer simulation models, including Dynamical Earth Systems
Models (DESMs). Developed primarily around the powerful “Variogram Analysis of Response
Surfaces” (VARS) framework, VARS-TOOL provides a comprehensive suite of algorithms and
methods for global sensitivity analysis (GSA), including ones based on the derivative-based (such as
the method of Morris), distribution-based (particularly the variance-based method of Sobol’), and
variogram-based (such as VARS) approaches.

Equally important is the fact that VARS-TOOL includes a set of highly efficient sampling techniques
that help to reduce costs while maximizing robustness and rapid convergence to stable sensitivity
estimates; these include a new technique called Progressive Latin Hypercube Sampling (PLHS) that
preserves the distributional properties of the sample as additional sample points are progressively
collected.

Special features of VARS-TOOL include (1) tools for analysis of dynamical systems models based on
the new Generalized Global Sensitivity Matrix (GGSM) approach, (2) factor grouping for dealing with
high-dimensional problems, (3) visualization tools for monitoring stability and convergence, (4) model
emulation for handling model failures, and (5) an interface that allows working with any model in any
programming language and operating system.

As a test bed for training and research, VARS-TOOL also includes a set of mathematical test functions
and the HBV-SASK rainfall-runoff (dynamical systems) model. VARS-TOOL is under continuous
development and new capabilities and features are forthcoming.

This version of VARS-TOOL has been written in MATLAB environment. However, it has the
capability to be used for any computer simulation models (for example, executable files, or directly in
any programming languages), as explained later in this manual.

A free copy of VARS-TOOL can be downloaded for research purposes from www.VVARS-tool.com.
For commercial purposes, please contact, please contact Dr. Saman Razavi at saman.razavi@usask.ca.

VARS-Tool USERS” MANUAL Page 4


http://www.vars-tool.com/
http://homepage.usask.ca/~ser134/home.php
mailto:saman.razavi@usask.ca?Subject=Request%20for%20VARS%20Package%20-%20Non-Commercial%20Purpose

2. What is New in This Version?

The Version 1 (V1) of VARS-TOOL was released in February 2016, which mainly included the
STAR-VARS algorithm. The following changes have been made in Version 2 (V2):

Some bugs have been fixed.

In V1, factor rankings were such that #1 corresponded to the least influential factor (lowest
sensitivity). In V2, this numbering is reversed such as #1 corresponds to the most
influential factor (most sensitive).

An algorithm to directly compute Morris derivative-based sensitivity indices has been
added to the toolbox.

An algorithm to directly compute Sobol’ variance-based sensitivity indices has been added
to the toolbox.

A new, unique feature has been added that accounts for the time-dependent properties of
dynamical systems models in global sensitivity analysis.

An algorithm to compute sensitivity indices based on Regional Sensitivity analysis
(Monte-Carlo Filtering) has been added to the toolbox.

The toolbox has been enabled with a range of new sampling strategies, including
Progressive Latin Hypercube Sampling (PLHS).

A new “factor grouping” strategy has been implemented to handle high-dimensional
problems. Through this strategy, GSA problems having hundreds of factors become
tractable.

A new “model emulation” strategy has been added to handle model failures (crashes) in
the course of GSA.

A tool for visualization of results and monitoring the GSA performance has been added to
the toolbox.

A test bed including a range of test functions have been added to the toolbox for learning
and research purposes.

A hydrologic model, called HBV-SASK, which is an example of dynamical systems
models have been added to the toolbox.
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3. Features of VARS-TOOL at a Glance

Table below provides a list of GSA algorithms, sampling strategies, special features, synthetic test
functions, and dynamical systems models case studies.

Table 3.1. A summary of tools, capabilities, and test beds available in VARS-TOOL

Sensitivity Analysis
Algorithms

Sampling Strategies

Other Features

Test Functions

Real-World Case Study

Derivative-based (Morris)
Algorithm that computes
“elementary effects”
based indices of Morris
(1991), Campolongo et al.
(2007), and Sobol and
Kucherenko (2009)
(main_Morris.m)

Variance-based (Sobol)
Algorithm that computes
“main effect” and “total-
order effect” indices
(Saltelli et al., 2008)
(main_Sobol.m)

Variogram-based
algorithm that computes
IVARS indices (including
total-variogram effect),
total-order effects, and
elementary effects
indices, all together,
through STAR-VARS
(Razavi and Gupta,
2016b)
(main_VARS.m)

The Generalized Global
Sensitivity Matrix
(GGSM) algorithm
coupled with STAR-
VARS that computes
“time-varying” and “total-
period time aggregate”
sensitivity indices (Gupta
and Razavi, in review;
Razavi and Gupta, in
review)

(main_VARS.m)

Monte-Carlo Filtering
Algorithm (also called
Regional Sensitivity
Analysis) (Spear et al.,
1994)

(main_RSA.m)

Random Sampling
(RND)

Latin Hypercube
Sampling* (McKay et al.,
1979)

(LHS)

Symmetric Latin
Hypercube Sampling (Ye
et al., 2000)

(SLHS)

Halton Sequence*
(Halton, 1960)
(Halton)

Sobol Sequence* (Sobol’,
1967)
(Sobol)

Progressive Latin
Hypercube Sampling
(Sheikholeslami and
Razavi, 2017)
(PLHS)

STAR Sampling that links
with any of the above
(Razavi and Gupta,
2016b)

(STAR)

Bootstrapping to estimate
confidence Intervals on
sensitivity indices and
reliabilities in factor
rankings (Razavi and
Gupta, 2016b)

Factor grouping to
identify and group factors
of comparable effects
(Sheikholeslami et al., in
review)

Model emulation to
handle failures of
simulation models
(Sheikholeslami et al., in

prep.)

Online visualization to
monitor stability and
convergence of the GSA
algorithms

Interface to link VARS-
TOOL with any model in
any programing language
and operating system

These functions provide
synthetic examples for
systems with scalar-model
outputs

Multi-scale wavy function
Dimensions=6

(Razavi and Gupta,
2016a)

Ishigami

Dimensions: 3
(Ishigami and Homma,
1990)

g-function (SobolG)
Dimensions:D
(Saltelli et al., 2008)

Sobol-Levitan (soblev99)
Dimensions:D
(Sobol and Levitan, 1999)

Welch function
Dimensions:20
(Welch et al., 1992)

Levy function
Dimensions:2 (Laguna
and Marti, 2005)

Eggholder
Dimensions:2
(Jamil and Yang, 2013)

Langermann function
Dimensions=D
(Jamil and Yang, 2013)

The HBV-SASK
hydrologic model set up
for two case studies, the
Banff and Oldman Rivers.
These case studies
provide real-world
examples of dynamical
systems with time-
dependent (vector)
outputs

The MESH (Modélisation
Environmentale
communautaire — Surface
& Hydrology) land
surface-hydrology model
set up for Canadian
watersheds. MESH is
based on Canadian Land
Surface Scheme
(CLASS). Thisisa
computationally-
intensive, physically-
based Earth system model
connected to VARS-
TOOL via OSTRICH
Toolkit

* These sampling strategies are built-in MATLAB functions that are available to VARS-TOOL.
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4. How to use this Toolbox?

Download VARS-Tool-v2 from http://vars-tool.com/ and unzip the file. The folder VARS-Tool-
v2 can be placed anywhere in the hard drive. No installation is required. VARS-Tool should work
on almost any version of MATLAB. VARS-TOOL has been written with the basic (built-in)
functions of MATLAB, and for the convenience of users, MATLAB functions that are available
only in particular MATLAB toolboxes have been avoided.

V] = | VARS-Tool-v2 - O X
“ Home Share View v o
« > v 4 » This PC > Windows (C:) » VARS-Tool-v2 v O Search VARS... P
s+ Quick access i HBV-SASK The HBV-SASK hydrologic model
#& OneDrive .
- Morris A .
Codes to run the derivative-based (Morris) approach
> S This PC
¥ Network RSA Codes to run the Regional Sensitivity Analysis
(Monte-Carlo Filtering) approach
i~ Sobol
Codes to run the variance-based (Sobol) approach
Test Functions Common test functions for sensitivity analysis (and
optimization)
VARS STAR-VARS codes to run variogram-based approach that
includes derivative- and variance-based approaches as well.
6 items =

Figure 4.1. VARS-TOOL main folder

Files in VARS-Tool-v2 are arranged in the folders shown in the figure above. In the following
sections, descriptions of the files and how to run the different algorithms with examples are
presented.
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5. VARS

The algorithm in this folder runs STAR-VARS and generates derivative-, and variance-, and
variogram-based indices of global sensitivity, all together in one run. The run file, input files, and

output files of VARS are illustrated in the following.

5.1. VARS Run File

main_VARS.m

ﬁ C\VARS-Tool-v2\WARS\main_VARS.m

EDITOR PUBLISH

1 ri am Anal i f R i Ssurfaces (VAF ok
2 fo ek
3 Global Sensitivity a ncer inty Anal ok k
Pl * na S ) *kk ok
5 FhAk ok k ok
6 Version 1 en I Saman Razavi in 2013-201 s
7 Updated to 1 sion 2 by Saman Razavi in 2017-2018 o
8 \ -
9 —-- THIS IS5 THE MAIN FUNCTION TO EXECUTE VARS R
10 0§ kR e e e e e ke ek e e e ok e e ok ek ek ko ek ko e e ek
11 function [ VARS inp , VARS out ] = main VARS()

12

13— VARS inp = read VARS inp():;

14 = funPath = VARS inp.mdlFldr;

15 factors = read factorSpace(funPath);

16— VARS inp.factors = factors;

17

18— | fprintf ('A rted: numk g, minimum h g. \n', VARS_inp.numStars, VARS_ inp.grdSize);
19

20— if VARS inp.mdlOutLength == for single-output model

ZAl = VARS out = VARS(VARS inp);

2= else for models with output time

23— if VARS inp.offlineMode == 0

24— error ('Error: Online Mode with multi-output SA is not supported by VARS-TOOL-vZ2.")
25 end

1

main_VARS

>

Ln 45Col 4

Figure 5.1. main_VARS.m

VARS can be run by main_VARS.m located in VARS directory. This is the only MATLAB .m file
that the user needs to deal with. The following figure shows example messages that will appear on
Command Window upon running this file.

Command Window
>> main_VARS

fJ{Bootstrapping: Resampling Time (of 1000 Times) =

480

A VARS experiment started: number of stars = 100, minimum h = 0.1.

Star #1 started. Running model eval HBV SASK 109 times... Finished in 5.62361 seconds.
Star #2 started. Running model eval HBV SASK 109 times... Finished in 5.27202 seconds.
Star #3 started. Running model eval HBV SASK 109 times... Finished in 5.42409 seconds.
Star #4 started. Running model eval HBV SASK 109 times... Finished in 4.7786 seconds.
Star #5 started. Running model eval HBV SASK 109 times... Finished in 5.33531 seconds.
Star #6 started. Running model eval HBV SASK 109 times... Finished in 5.91399 seconds.
Star #7 started. Running model eval HBV SASK 109 times... Finished in 4.69708 seconds.
Star #8 started. Running model eval HBV_SASK 109 times... Finished in 4.68253 seconds.
Star #9 started. Running model eva]_HBV_SASK 109 times... Finished in 4.44574 seconds.
Star #10 started. Running model eval_ HBV_SASK 109 times... Finished in 4.69691 seconds.

Figure 5.2. A screenshot of command window when running main_VARS.m
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5.2. VARS Input Files

VARS inp.txt

This is the main input file, where the model file, factor ranges, and algorithm parameters are specified.
This file must be located in the VARS main directory. The line numbers and orders must not be
changed. The percent sign (%) at each line denotes that the following information are comments and
will not be used by VARS.

VARS_inp.txt - Notepad - O X
File Edit Format View Help
1% oo Variogram Analysis of Response Surfaces (VARS) Main Input File 3¢3<Ey
2% <reres @ Saman Razavi 2018; V1 written in 2813-15; V2 written in 2017-18 LI
3% << Do not change row numbers and orders. Any text after % is deemed comments LTSI
4-1% <> VARS-TOOL will scale factors in range zero to one before analysis CIEICIC
5 |HBV out % 5. Output folder: name of the folder where VARS results are to be stored
6100 % 6. Number of stars: the total number of stars for a STAR-VARS run
7-l0.1 % 7. Sampling resolution, Delta h: The minimum h in the VARS analysis
8-1p.1 8.3 8.5 % 8. IVARS scale ranges of interest, H: e.g., @.1 and @.3 correspond [0-8.1] and [©-©.3], respectively
9 |eval HBV_SASK % 9. Model filename: MATLAB m-file without .m extension
10— |€:\VARS-Tool-v2\HBV-SASK % 10. Folder address: that includes model file, factor space, and star centers (if applicable)
11- % 11. Star-centers file: if blank, VARS generates star centers via the sampling strategy specified in line 12
12— pLHS % 12. Sampling strategy: RND, LHS, PLHS, SobolSeq, or Halton for generation of star centers; if blank, default is LHS
131123456789 % 13. Seed number: for randomization of sampling strategy specified in line 12; leave blank for automatic randomization
14-11 % 14. Bootstrap-and-grouping flag: enter "1" to bootstrap and group, or "8" not to
15~ 1000 % 15. Bootstrap size: number of sampling iterations with replacement; if bootstrap flag = ©, this line will be ignored
16— 0.9 % 16. Confidence level: for bootstrap-based confidence intervals on results; if line 14 = @, this line will be ignored
17— % 17. User-specified number of groups: if blank, VARS-TOOL will find the optimal number; if line 14 = @, this line will be ignored
18- 9 % 18. Onlinefoffline flag: enter "@" for online VARS, or "1" for offline VARS
19-11 % 19. Offline-stage flag: enter "1" to run STAR & write samples, or "2" to read model cutput & run VARS; active when line 18 = 1
20|10 % 20. Reporting frequency, R: reports after completion of every set of R stars; if line 12 = PLHS, R will also be the slice size
21-11 % 21. Plotting flag: enter "1" to generate plots on the results, or "@" not to generate
2211 % 22. Time series length: needed for the GGSM analysis of dynamical systems models; enter “1" for conventional GSA
2311 % 23. Text-report flag: enter "1" to write txt report files, or "8" not to write

Figure 5.3. VARS_inp.txt

The function of each line is as follows:
Lines 1-4: Comment lines. Any explanation by the user can be included here.

Line 5: Name of the output folder where the results of VARS runs will be stored. This folder will be
created in the VARS main directory. If a folder with this name already exists, the existing files in
it will be rewritten.

Line 6: Number of stars, m. It can take any positive integer number.

Line 7: Resolution of STAR sampling, Ax. It can take any real number between 0 and 0.5. A good
choice is to set it to 0.1. Note that VARS scales all factor ranges to [0-1] before processing,
therefore, for example, A#=0.1 refers to 10% of the factor ranges.

Line 8: Scale ranges for IVARS, H. It can take any positive real number between 0 and 0.5. For
example, to get IVARS3, set H=0.3 and this refers to a scale range of zero to 30% of the factor
ranges. Note that multiple numbers can be put here separated by spaces. The recommended H
values to be considered are 0.1, 0.3, and 0.5. If only having one sensitivity metric is of interest (a
comprehensive metric), IVARSso, also referred to as “total-variogram effect” will be a good
choice. Note that if any of the specified H values is not an integer multiple of A#, the respective
IVARS will be calculated by interpolation.

Line 9: Model filename. The file name is only required with the “on-line” mode for running the
computer simulation model. In the “off-line” model this line is discarded.

Line 10: Folder address of inputs. This folder must include factorSpace.txt, which is a necessary input
file to VARS and is explained separately below. This folder may also include the model file as
specified in line 9 and the star centers file as specified in line 11.

Line 11: Star centers file with its extension (e.g., randSample.txt). This file should be located in the
folder specified in Line 10. In this file, the number of rows is m, as specified in Line 6, and the

VARS-Tool USERS” MANUAL Page 9



number of columns is D (i.e., the number of factors). If no name is provided on this line, VARS
will generate star centers via the sampling strategy specified in Line 12.

Line 12: The sampling strategy to generate star centers. Options include RND (i.e., random sampling),
LHS (i.e., Latin hypercube sampling), PLHS (i.e., progressive Latin hypercube sampling),
SobolSeq (i.e., Sobol’ sequence), Halton (i.e., Halton sequence). If the user leaves this line blank,
VARS-TOOL uses LHS.

Line 13: Seed number for randomization of the sampling strategy specified in line 12. This seed number
is used only for the generation of star centers, and bootstrapping, if activated, will be automatically
randomized. If no number is provided on this line, VARS will automatically randomize the
random number generator.

Line 14: Bootstrap-and-grouping flag. Enter “1” to run the bootstrap and grouping procedures; and “0”
to turn them off. The bootstrap procedure generates confidence levels on sensitivity metrics and
reliabilities on factor rankings, and the grouping procedure clusters the factors into groups of
similar influence.

Line 15: Bootstrap size. Number of iterations for sampling with replacement, and can take any positive
integer number. This number is only needed if bootstrap flag in line 14 is “1”. A minimum
reasonable bootstrap size is about 100, but the larger the better.

Line 16: Confidence level. The confidence level at which the bootstrap-based confidence intervals
(lower and upper bounds) on sensitivity metrics are to be reported. It can take any real number
between 0 and 1, with 0.9 as a good choice. This number is only needed if bootstrap flag in line
14 is “1”.

Line 17: User-specified number of factor groups. If the user leaves this line blank, the grouping
procedure will find and report the optimal number of groups. If line 14 = 0, this line will be
ignored.

Line 18: On-line/off-line (internal/external) mode flag. Enter “0” to run the computer simulation model
on-line inside VARS, or “1” to run the model in the off-line model. See Section 3.4.

Line 19: Offline stage flag. This flag is active only when line 18 is set to 1. Enter "1" to run STAR and
write samples, and "2" to read model output and run VARS. This will be further explained later
in Section 3.4.

Line 20: Reporting frequency, R. It can take any integer number between 1 and m (i.e., the number of
stars). After every set of R stars, VARS calculates and reports the results.

Line 21: Plotting flag. Enter “1” to plot the results while VARS is running or “0” to turn off the plotting
capability. If on, the plots will be updated according to the reporting frequency specified in Line
20.

Line 22: Length of time-ordered model output. This line enables the Generalized Global Sensitivity
Matrix (GGSM) approach for dynamical systems models. If this number (length) is greater than
one, the GGSM approach will be activated. For example, if the model output is a 365-day time
series (365 entries), the length should be 365. Enter “1” for conventional GSA for models with a
single response.

Line 23: Text-report flag. Enter “1” to write text-report files at the frequency specified in Line 20 or
“0” not to write those files. When the length specified in Line 22 is large, the user may want to
turn off this reporting option to save the runtime. If this is off, the user can still access the results
in the MATLAB environment.
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factorSpace.txt

This file specifies the number of factors to be considered for sensitivity analysis and their lower and
upper bounds. The first line is the header (not to be read by VARS), and each of the following lines
represents a factor. The first column is for the factor numbers, and the second and third columns are
for the lower and upper bounds on the factors, respectively. The lower and upper bounds can take any
real values and are dependent on the computer simulation model under investigation. VARS-TOOL
will automatically rescale these factor ranges between zero and one, prior to analyses. The fourth
column includes the names of the factors (strings), which, if provided, will be used in reporting. The
percent sign (%) indicates the beginning of the notes/comments that users may want to leave there;
these notes will not be read by VARS-TOOL.

This file should be located in the folder specified at line 11 of VARS_inp.txt.

factorSpace.txt - Notepad - a X
File Edit Format View Help
Factor# LB us Name - title Line - this line should remain here
1 -4 4 TT % Air temperature threshold in °C for melting/freezing and separating rain and snow
2 0 10 co % Base melt factor, in mm/°C per day
3 0 1 ETF % Temperature anomaly correction in 1/°C of potential evapotranspiration
4 2] 1 LP % Limit for PET as a multiplier to FC, i.e., soil moisture below which evaporation becomes supply limited
5 50 500 FC % Field capacity of soil, in mm. The maximum amount of water that the soil can retain
6 1 3 beta % Shape parameter (exponent) for soil release equation (unitless)
7 0.1 0.9 FRAC % Fraction of soil release entering fast reservoir ((unitless)
8 0.05 1 K1 % Fast reservoir coefficient, which determines what proportion of the storage is released per day (unitless)
9 X 3 alpha % Shape parameter (exponent) for fast reservoir equation (unitless)
10 0 0.05 K2 % Slow reservoir coefficient which determines what proportion of the storage is released per day (unitless)
11 1 3 UBAS % Base of unit hydrograph for watershed routing in day; default is 1 for small watersheds
12 0.5 2 PM % Precipitation multiplier to account for uncertainty (bias) in precipitation (unitless); default is 1.

Figure 5.4. factorSpace.txt: example from the HBV-SASK case study

STAR_in.smp

This file is an input file that is only needed for the “off-line mode” (See Section 5.5). Each row in this
file is the model response for the respective factor set given in STAR_out.smp (see Section 5.3). Note
that the order of model response values in this file should be exactly the same as the order of points
(factor sets) in STAR_out.smp. See VARS Example 1 in Section 8 for full details.

5.3. VARS Output Files

VARS out_XX.txt

After running main_VARS.m, this is the main output file, where XX above is the number of stars used
in the analyses (see also the description of reporting frequency in line 20 of VARS _inp.txt). The
dashed area in the screenshot below was cut to save space here.
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| VARS_out_10.txt - Notepad - [u] x
File Edit Format View Help
-------- Variogram Analysis of Response Surfaces (VARS) Output File -------- -
VARS settings:
Target Number of Stars = 100
Current Number of Stars = 10
minimum h = 8.1
Bootstrap Size = 1008
Bootstrap Confidence Level = 8.9
*** gamma(h) - Directional Variograms:
h factor#l factor#2 factor#s ------- >
0.1 @.124986 ©.0119698 ©.0306987 @.230229 0.0298263 0.0487984 ©0.0487199
8.2 @.460041 ©.0242678 @.127184 @.883375 0.188752 @.195616 8.153375
8.3 9.958412 0.0368676 0.292633 1.90612 0.228614 9.4409284 8.293387
Directional 0.4 1.5713 2.08511521 08.524768 3.27803 9.386595 @.781453 0.466371
Variograms 0.5 2.31172 8.8686965 ©.818625 5.00145 9.582221 1.21702 9.678419
0.6 3.18774 ©9.0913859 1.1621 7.09886 8.819497 1.74441 0.942387
8.7 4.1734 @.124112 1.5369 9.61225 1.10673 2.35925 1.28174
6.8 5.2819 @.17797 1.90393 12.6088 1.4576 3.05532 1.74051
9.9 6.55433 @.292044 2.22097 16.1092 1.90368 3.82582 2.41701
1*** CoV(h) - Directional Covariograms: /
M**“ ECOV(h) - Directicnal Expected Covariograms: M
A *** IVARS(H) - Integrated Variocgrams: Z/
factor#l factor#2 factor#3 ~ ------- >
IVARS;, 1 » 5.1 0.0062493 8.008598492 0.80153454 ©.0115114 0.00149132 0.80243992 ©0.80243599
IVARS;p —— 0.3 0.106423 .00546714 ©.0304191 0.206666 2.0252885 0.0464556 .0348788
IVARS;, —— 0.5 0.42706 8.0158606 0.138459 0.879848 0.18449 8.207466 8.130106
***  Factor Rankings based on IVARS:
factor#l factori#2 factor#3 = ------- >
0.1 4 9 7 2 8 5 6
0.3 4 9 7 2 8 5 6
0.5 4 9 6 2 8 5 T
) ) *** VARS-TO - Sobol Total-Order Effects calculated through VARS:
Sobol’ Variance-based factor#l factor#2 factor#3 = ------- >
Total-Order Effects —}————— »  ©.194787 0.00566051 0.0697568 0.427092 0.0493984 0.104191 0.0571947
(VARS-TO)
***  Factor Rankings based on VARS-TO:
factor#l factor#2 factor#3 ~  ------- >
4 9 6 2 8 5 7
*** VARS-ABE - Morris mean ABsolute Elementary effects across scales:
Morris Derivative-based delta x factor#l factor#2 factor#3  ------- >
Absolute Elementary — 0.1 0.309908 0.075298 0.149676 0.357998 0.145294 0.186336 0.207718
Effects (VARS-ABE) 0.2 0.609566 ©.121885 0.309085 0.706829 0.281269 0.373509 0.385536
0.3 0.905038 0.162136 0.473705 1.04701 0.41248 0.561108 0.554048
0.4 1.19053 9.202236 0.638018 1.38467 0.541697 0.748211 0.720728
0.5 1.4761 9.246136 0.799669 1.72396 0.669381 0.935458 0.892651
0.6 1.75817 0.297317 0.955927 2.07048 0.799779 1.12232 1.07861
0.7 2.03694 0.362898 1.10219 2.42964 ©0.933499 1.30784 1.28805
0.8 2.32615 0.456567 1.2282 2.80436 1.07088 1.49041 1.53473
0.9 2.65519 0.621834 1.32567 3.1906 1.22591 1.66978 1.8459
***  VARS-ACE - Morris mean ACtual Elementary effects across scales: /
hocheasanid Bootstrapping Results bl Al
*** gamma_LL(h) - Lower Limits on Directional Variograms:
M *#**  gamma_UL(h) - Upper Limits on Directional Variograms: M
Z, ***  IVARS_LL(H) - Lower Limits on Integrated Variograms: /]
factor#l factor#2 factor#3 ~ ------- >
0.1 0.00221624 0.000323201 0.000244344 0.000980118 0.000211312 ©.000175108 0.00128489
0.3 0.0336553 0.00298669 0.00470916 0.016133 0.00313282 0.00328102 0.017793
0.5 0.129859 0.00854314 0.0211661 0.0652978 0.0116915 0.0145104 0.0634788
Bootstrap-based
Confidence Intervals on | {*** IVARS_UL(H) - Upper Limits on Integrated Variograms:
the IVARS metrics H factor#l factor#2 factor#3  ------- >
0.1 0.0111873 0.000918239 ©0.00330468 0.0248949 0.00316581 ©.00532833 0.00361538
0.3 0.197441 0.00828462 0.0658605 0.457098 0.0543748 0.101075 0.0535634
0.5 0.816522 0.0246079 0.301989 1.99257 9.225593 0.45013 0.204686
[ % N 5 .
/l YARS TO_LL - Lower Limits on Sobol Total-Order Effects calculated through VARS: ) /
M *#*%  VARS-TO_UL - Lower Limits on Sobol Total-Order Effects calculated through VARS: kﬁ
A *** Reliability Estimates of Factor Rankings based on IVARS: Z/
H factor#l factor#2 factor#3 ~ ------- >
8.1 0.4 0.885 0.485 @.556 0.552 9.431 8.36
0.3 0.479 8.915 9.457 0.436 .67 0.647 0.355
0.5 0.511 8.935 9.612 0.347 8.614 0.699 0.331
*#** Reliability Estimates of Factor Rankings based on VARS-TO:
factor#l factor#2 factor#3 ~ ------- >
@8.531 08.949 9.705 0.261 8.593 0.737 0.373
**¥%*  Factor Grouping based on VARS-TO & IVARSS®:
factor#l factor#2 factor#3 ~ ------- >
Factor { VARS-TO 3 2 1 3 1 1 1
Groupings | | IVARSS@ 3 1 1 3 1 1 1
*#** Reliability Estimates of Rankings based on Factor Grouping:
T factor#l factor#2 factor#td ~ —ee---- >
Reliability VARS-TO 1 0.971 0.992 6.907 0.987 0.881 0,973
Estimates of IVARS50 0.996 0.998 1 0.894 0.999 0.944 0.867

Factor Groupings

Figure 5.5. VARS_out_XX.txt: example results from the HBV-SASK case study
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STAR out.smp

This file contains the sampled points generated via STAR. VARS-TOOL generates this file, but if the
on-line mode is selected (see line 18 of VARS _inp.txt), this file does not need to be dealt with.

The sampled points are arranged in this file as follows. Each row represents a point in the D-
dimensional problem space (a set of values for all factors). Each column represents a factor (there are
D columns). See VARS Example 1 in Section 8 for full details.

STAR_out.mat

This file includes the VARS run information that will only be required by the algorithm in off-line
mode (see line 18 of VARS_inp.txt).

5.4. Simulation Model File

In the “on-line” mode, the model file specified in line 9 of VARS_inp.txt can be an .m file written in
MATLAB that receives a vector of factor values (e.g., model parameter values) from VARS and
returns the associated model response to VARS. The actual simulation model may be implemented in
MATLAB and run by this file, or may be an external command, e.g., an executable file that is called
in this file via DOS command. The model file of the example given below is a test function included
in VARS-TOOL.

M C:\VARS-Tool-v2\Test Functions\wavy6D\wavy6D.m - [m] X

EDITOR PUBLISH

1 function y = wavyéD ( X )% called "Razavi-Gupta multi- e wavy function"
2 ok This is a test function developed by Saman R: (2015) ke
& B oKRxkk and used in Razavi & Gupta (2016, Water Resources Research) Fokk ok
4 * kK * Kk kK
5 Hk The features include: ok
6 T Awkk (1) The 6 input factors are non-interacting ok
7 G kokokk (2) The function is "wavy" along the first 5 dimensions ok ok
8 R but with different frequencies and amplitude at Ho
gl ek different directions Kk
10 Ekow (3) The last dimension (X6) s fully insensitive Ak
11 g kkokk (dummy wriable) * ok ok ok
12 ok (4) It possess large-scale features such multi-modality (X1) ****
13 ddeok ok to small-scale features such as roughness (X3) % de ok
14 g wkokd (5) The directiona variograms of X1 and X2 cross each other ****
‘15 9 kA hkhkhkh bbb d bbb ddbd kbbb bbb r bbb dddbddd bbb dr bbb bbb dddbddddddkddddddddddkdddkdkhd
16
L= vyl = =1*sin(2*pi ()*X(1)/2) - 0.3*sin(2*pi()*X(1)/0.6);
= y2 = 0.76* (-1*sin(2*pi()*(X(2)-0.2)/2)) - 0.315;
19— y3 = 0.12* (-1*sin(2*pi () *(X(3)-0.2)/1.9)) + 0.02* (-1*sin(2*pi()*X(3)/0.021)) - 0.96;
20— y4 = 0.12*(-1*sin(2*pi()*(X(4)-0.2)/1.9))-0.97;
Zilf= y5 = 0.05%(=1*sin(2*pi () *(X(5)-0.2)/2))-1.02;
2 y6 = -1.08;
23
24 — vy =yl + vy2 + y3 + y4 + y5 + yé6;
20 end

wavy6D Ln 1 Col 1

Figure 5.6. Example simulation file: Razavi-Gupta Multi-Scale Wavy Function
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5.5. Beyond MATLAB, Off-line Mode, and Parallel Simulations

Two modes for VARS execution are available:

e On-line (internal): This mode can be used when the computer simulation model is setup to be
called and run through the MATLAB environment. With this mode, a MATLAB .m file is
needed that receives a sample set of factors as the input, runs the computer simulation model,
and returns the model response as the output. When this mode is selected, sampled points in
the factor space will be evaluated (in a serial manner) by the computer simulation model as
they are generated.

e Off-line (external): This mode is to be used when the computer simulation model needs to be
run externally (outside the MATLAB environment), or in a parallel manner for computational
efficiency. Three steps are involved: (1) MATLAB generates all of the sampled points and
stores them in a text file. (2) The computer simulation model is run externally for all of the
sampled points in a Monte-Carlo-type setting and stores the respective model response values
in a text file. These runs can be parallelized if multiple processors are available. (3) MATLAB
reads in the model runs results and generates sensitivity metrics.

The off-line (or external) mode of the VARS toolbox has been designed for use with any model,
running on any operating system, and coded in any programming language. This mode can also be
used to parallelize computer simulation models when multiple processors are available.

The files shown in the previous sub-sections with the HBV-SASK case study are to run
main_VARS.m in the on-line mode. In Sections 8 and 11, two examples are given that run this file in
the off-line mode. Another example is given in Appendix B, where a complex physically-based model,
MESH, is run externally using OSTRICH toolkit.

5.6. How to Interpret VARS Results?

VARS stores all the sensitivity metrics in VARS_out_XX.txt, where XX represents the number of
stars used in the analysis. These results include the directional variograms, IVARS metrics (Integrated
Variogram Across a Range of Scales) for the scale ranges specified in Line 8 of VARS _inp.txt, VARS-
based estimates of variance-based Total-Order Effects (Sobol’s approach), and VARS-based estimates
of different types of derivative-based Elementary Effects (Morris’ approach) for a range of step sizes
(scales). Table below presents a summary of these metrics.

Table 5.1. Summary of VARS products for Global Sensitivity Analysis

No. VARS Product Description

1 y(h) directional variogram

9 IVARS:, Ilrg)t;ézjrated Variogram Across a Range of Scales: scale range = 0-

3 IVARSq Igrgc(;g;rated Variogram Across a Range of Scales: scale range = 0-

4 IVARSq Integrated Variogram Across a Range of Scales: scale range = 0-
50%

5 VARS-TO variance-based Total-Order effect (Sobol)

6 VARS-ACE mean ACtual Elementary effect across scales

7 VARS-ABE mean ABsolute Elementary effect across scales
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8 VARS-SQE

Directional variogram represents the variance of change in model response as a function of
perturbation scale in a particular direction (distance in the associated direction) in the factor space. In
the n-dimensional factor space where x = {x,, ..., x;, ..., x,,} represents a location in the space, y =
f (x4, ..., x,,) represents the model response, and h; is an increment (size of change) in the i*" direction
(i=1, ..., n), the directional variogram is formulated as

mean SQuare Elementary effect across scales

y(h) = %-V(y(xl, v Xi Ry, ) — y(xq, e, X, ...,xn))

where V() is variance function. As such, directional variogram represents the rate of variability (i.e.,
sensitivity) across a range of scales in the factor space - directional variogram is a measure of scale-
dependent sensitivity.

IVARS, or Integrated Variogram Across a Range of Scales, integrates the directional variogram over
a scale range from zero to H; in the i"" direction

H;j

) = j y (o) dhy
0

and therefore, provides a summary metric for global sensitivity for any given scale range. IVARSxx
refers to integrated variogram with an Hi value of XX% (0.XX) of the factor range. The use of
IVARS10, IVARS30, and IVARSso are recommended (computed for 0.1, 0.3, and 0.5 of the factor range,
respectively). The user is encouraged to investigate the full spectrum of sensitivity information at
different scales, however, if having a single global sensitivity metric is desired, the user may choose
IVARSs, as the most comprehensive metric for global sensitivity.

Example: Directional Variograms
Razavi_Gupta Multi-Scale Wavy Function LEO
(Wavy6D), adapted from Razavi and Gupta ~__ **!
© 1E-2
(2016a) =
N—r
~ LlE3
N ¥ VARS interprets
Response Surface ~= 165 ]! variograms for h<0.5
g i !
(Additive effect of 6 factors) £ e I IVARS,, for factor 5 o need to report the
= 1 (this area) variograms in the dashed area
0.4 1.E-7
02 e | 'y(h(,) ': Ofo'r any flxé
0 0 01 02 03 04 05 06 07 08 09 1
o hy, ..., g
> -0.2 Y2
T 7
1 -04
>‘:,| -0.6 1E+0
0.8 + y‘3\ Va —~ LE1 -
) Mw% T 1E2 1
PYVPUU L
124 Ny, N Ve L‘. LE3 1
0O 01 02 03 04 05 06 07 08 09 1 t1E4
X1y s Xg X Es {7
T |'®:
1.E-7 4/
I I\(Hy) = 0for any Hj
1.E-8 + T T T T T T T T T
0 01 02 03 04 05 06 07 08 09 1
Hy, ..., Hg

VARS-Tool USERS” MANUAL

Page 15



Figure 5.7. Example directional variograms and integrated variograms for Razavi-Gupta Multi-Scale
Wavy Function

VARS-TO isthe VARS-based estimate of Total-Order effect. Total-order effect is based on a variance-
based approach (Sobol’s approach) to global sensitivity analysis, where the total variance of a response
surface is decomposed into the variance contributions of its different factors and their interactions.

VARS-ACE, VARS-ABE, VARS-SQE are VARS-based estimates of different types of Elementary
effects. Elementary effect is based on a derivative-based approach (Morris’ approach) to global
sensitivity analysis, where sensitivity is seen as some average of numerical derivatives with a specific
step size across the factor space. The difference between the three types is related to the treatment of
the derivative values (local sensitivities) before averaging (i.e., averaging actual, absolute, or squared
values). The unique feature of these VARS-based metrics is that, as opposed to their original versions,
they do not depend on a specific step size and provide the derivative-based sensitivity information
across the full range of scales.

Sensitivity is a relative concept, and the significance of sensitivity to a factor based on a

particular sensitivity metric should only be interpreted relative to those to other factors.

Via its own bootstrap procedure, VARS also generates:

— Confidence intervals on sensitivity metrics — the confidence interval refers to a range
wherein the true value of a sensitivity metric lies with a given confidence level (e.g., 90%).

— Reliability estimates of factor rankings — reliability refers to the probability that the
estimate of a factor ranking inferred by a sensitivity metric equal the true ranking based on
that metric.

Example:

Razavi_Gupta Multi-Scale Wavy Function (Wavy6D),
adapted from Razavi and Gupta (2016a)

0.9 0.02
2 mxl @x2 @x3 @ ox4 ©Ox5 ©Ox6 2
> o8 i ‘ ‘ >
= =
‘B> 07 1 R G N | OSEEEEEEEN | NN | NS
c c
o 06 1 @
n n
s S oot
S o044 S | {
] &
L 03 4 L
Y— Y— |
© 21 ©0.005 {-- S —
2 2 :
& o ; ; ‘ @ o, He = r - r -
IVARS10 IVARS30 IVARS50 VARS-TO IVARS10 IVARS30 IVARS50 VARS-TO
Sensitivity Metric Sensitivity Metric

Note: the ratio of factor sensitivity is the value of each metric divided
by the summed values of that metric over all of the factors.

Figure 5.8. Example VARS-based sensitivity indices for Razavi-Gupta Multi-Scale Wavy Function

If required, the “true” value of a sensitivity metric and its inferred factor ranking might be obtainable
analytically for very simple models. For practical models, however, it typically needs an excessively
large number of model runs (e.g., VARS with a large number of stars and a fine resolution) to converge
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closely to the true values. The bootstrap feature of this toolbox provides the user with a measure of
confidence (uncertainty) and robustness that can be ascribed to the different VARS-based sensitivity

metrics.

For more details of VARS, readers are advised to refer to Razavi and Gupta (2016a&b).

IVARS;,

Example
(VARS with 20 stars and resolution=0.1 on the 6-dimesional response surface)
0.05 0.0015 v
+
+ + O Sensitivity Metric +
0.04 + +90% Confidence Intervals _:r_
< 0.001
0.03 %5
<
0.02 2
0.0005
0.01
=~ = S — 0 . . . . |+| .

0

x1 X2 x3 x4 x5 X6 x1 X2 x3 x4 x5 X6
Factor Factor

Rankings and their reliability based on IVARSso

Factor X1 X2 X3 Xa X5 X6
Ranking 5 6 4 3 2 1
Reliability of ranking 0.988 0.988 0.955 0.955 1 1

Figure 5.9. Example VARS-based confidence intervals and reliabilities of the GSA for Razavi-Gupta
Multi-Scale Wavy Function
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6. Sobol
6.1. Sobol Run File

main_Sobol.m

This is the main file that runs Sobol’ variance-based algorithm. The users set control parameters and

specifications within this file, as shown in the figure below.

ﬁ CAVARS-Tool-v2\sobolmain_Sobolm

EDITOR PUBLISH

1 function [ Scbol inp , Sobol out ] = main Sobol(
2 ] Variance-based Global t y Analysis e
3 R 1l n arlo-t ation method daas
4 1dop saltelli et (2008) P
5 e i states "1 [ lure is the he 1k ks
6 ¢ for computing ir hased pure 1 fons™ *ees
7 Writte an R bl
Bl |5 srrerriiinsiirnreen Kb bbb ek
s % Control Parameters and Specifications
10— N = 100; ase sampl al numbe ] un «
11— seedNum - 123456789; andom numbe t [] T
Set Control 12— funPath = i €
13— funFile =
Parameters 14 smplMtd = 'DLHS
and 15—  sliceSize = 10;
epe e 16—  bootstrapFlag - 1
Speqflcatlons 17- bootstrapSize = 1000;
18—  confdlvl = 0.9; .
16—  numGrp = 3; 10. Uss
20 %% Store Scbol Control Parameters and Specifications
21-  Sobol_inp.N = N;
22— Sobol_inp.seedNum = seedNum;
23— Sobol_inp.funFile = funFile;
24— Sobol_inp.funPath = funPath;
25— Sobol_inp.funFile = funFile;
26 Sobol_inp.smplMtd - smplMtds
1-

b

zation

* (num

im + 2)

Figure 6.1. main_Sobol.m

4\ Command Window -

>> [ Sobol_inp A Sobol_out 1 = main_SobolH
A Sobol experiment started: size of base sample = 100, total number of model runs = 1400.
Group run (base sample) #1 started. Running model eval HBV SASK 14 times... Group run finished in 0.524632
Group run (base sample) #2 started. Running model eval HBV SASK 14 times... Group run finished in 0.544177
Group run (base sample) #3 started. Running model eval HBV SASK Group run finished in 0.527061
Group run (base sample) #4 started. Running model eval HBV_ SASK . Group run finished in 0.54179 s
Group run (base sample) #5 started. Running model eval HBV SASK Group run finished in 0.550104
Group run (base sample) #6 started. Running model eval HBV_SASK Group run finished in 0.537099
Group run (base sample) #7 started. Running model eval HBV_SASK Group run finished in 0.539387
Group run (base sample) #8 started. Running model eval HBV SASK Group run finished in 0.526027
Group run (base sample) #9 started. Running model eval HBV_SASK Group run finished in 0.534214
Group run (base sample) #10 started. Running model eval HBV SASK . Group run finished in 0.531012
Group run (base sample) #11 started. Running model eval HBV_SASK . Group run finished in 0.535246
Group run (base sample) #12 started. Running model eval HBV SASK 14 times... Group run finished in 0.516974
Group run (base sample) #13 started. Running model eval HBV_SASK 14 times... Group run finished in 0.519807
Group run (base sample) #14 started. Running model eval HBV SASK 14 times... Group run finished in 0.545475
Group run (base sample) #15 started. Running model eval HBV SASK 14 times... Group run finished in 0.531625

.

.

.

.

.

.

.

.

Jx

seconds.
seconds.
seconds.
econds.
seconds.
seconds.
seconds.
seconds.
seconds.
seconds.
seconds.
seconds.
seconds.
seconds.
seconds.

Figure 6.2. A screenshot of command window when running main_Sobol.m
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6.2. Sobol Output Files

After running main_Sobol.m, it returns two structure arrays: Sobol_inp and Sobol_out. The former
contains the control parameters and specifications, while the latter includes the results of Sobol’ run.
See the figures below. These two arrays are stored in Results_Sobol.mat in the Sobol folder.

LﬁVariames - Sobol_inp — [m] X ‘

PLOTS VARIABLE

Sobol_inp Sobol_out
[£] 1x1 struct with 5 fields
Value
100
123456789
‘eval_HBV_SASK'
'C:\VARS-Tool-v2\HBV-SASK"
‘PLHS'

Figure 6.3. Sobol_inp and Sobol_out

[ [,ﬁVariables - Sobol_out
PLOTS VARIABLE
Sobol_inp Sobol_out
[-E] 1x1 struct with 6 fields

Field

HE

unie}

1 Mu
| £l bootstrap

Value

1x12 double
1x12 double
1x12 double
145.8997
28.0009

1x1 struct
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7. Morris

7.1. Morris Run File

main_Morris.m

This is the main file that runs Morris’ derivative-based algorithm. It returns the GSA indices proposed
by Morris (1991), Campolongo et al. (2007), and Sobol and Kucherenko (2009). They include mean
(actual) elementary effects, standard deviation of elementary effects, mean absolute elementary effects,
and mean squared elementary effects. The users set control parameters and specifications within this

file, as shown in the figure below.

[ CAVARS-Tool-v2\Morris\main_Morris.m

9 %% Control Parameters and Specifications

numStrt = 100; : the mple: tot wmk f functi

12— E Num = 123456789; i m n T I put f
Set Control 13— | funPath = 'C:\VARS-Tool- V-SASK' ; 3 i idress: that includ lel file, fact
Parameters A funFile:=. ! ] ASK' 4. Model/fu " -1 & om ext
15 P NI 1Seq
and 16 pling
Specifications 17 E tr t
18 t ] tl
19 confdLvl = 0.9; . nf n tr
20—  numGrp - 3; 10. User-sg fied num ps: if blank, VARS-
21 %% Store Sobol Control Parameters and Specifications
22 numStrt;
23— dNum - seedNum;
24— .funFile = funFile;
25— .funPath =
26— funFile =
2= M plMtd = s

main_Morris / groupRanking

Ln ..

Col 4

Figure 7.1. main_Morris.m

4\ Command Window o X
>> [ Morris inp , Morris out | = main Morris() ®
A Morris experiment started: number of restarts (chains) = 100, step size = 0.1, total number of model runs = 1300.
Chain #1 started. Running model eval HBV SASK 13 times... Chain finished in 0.671753 seconds.

Chain #2 started. Running model eval HBV_SASK 13 times... Chain finished in 0.532643 seconds.
Chain #3 started. Running model eval HBV SASK 13 times... Chain finished in 0.507158 seconds.
Chain #4 started. Running model eval HBV SASK 13 times... Chain finished in 0.505198 seconds.
Chain #5 started. Running model eval HBV_SASK 13 times... Chain finished in 0.511248 seconds.
Chain #6 started. Running model eval HBV SASK 13 times... Chain finished in 0.491176 seconds.
Chain #7 started. Running model eval HBV_SASK 13 times... Chain finished in 0.511278 seconds.
Chain #8 started. Running model eval HBV_SASK 13 times... Chain finished in 0.507877 seconds.
Chain #9 started. Running model eval HBV SASK 13 times... Chain finished in 0.505385 seconds.
Chain #10 started. Running model eval HBV SASK 13 times... Chain finished in 0.499418 seconds.
Chain #11 started. Running model eval HBV_SASK 13 times... Chain finished in 0.498482 seconds.
Chain #12 started. Running model eval HBV SASK 13 times... Chain finished in 0.532802 seconds.
Chain #13 started. Running model eval HBV SASK 13 times... Chain finished in 0.523017 seconds.
Chain #14 started. Running model eval HBV_SASK 13 times... Chain finished in 0.601659 seconds.
Chain #15 started. Running model eval HBV_SASK 13 times... Chain finished in 0.51513 seconds.
Chain #16 started. Running model eval HBV_SASK 13 times... Chain finished in 0.497362 seconds.
Chain #17 started. Running model eval HBV_SASK 13 times... Chain finished in 0.529253 seconds.
Chain #18 started. Running model eval HBV SASK 13 times... Chain finished in 0.500196 seconds.
Chain #19 started. Running model eval HBV_SASK 13 times... Chain finished in 0.493357 seconds.
Chain #20 started. Running model eval HBV SASK 13 times... Chain finished in 0.49896 seconds.

.

.

.

.

.

.

.

fi .

’ < >

Figure 7.2. Screenshot of command window when running main_Morris.m
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7.2. Morris Output Files

After running main_Morris.m, it returns two structure arrays: Morris_inp and Morris_out. The
former contains the control parameters and specifications, while the latter includes the results of Morris
run. See the figures below. These two arrays are stored in Results_Morris.mat in the Morris folder.

[—Jﬂ Variables - Morris_inp

Morris_inp Morris_out
[-£] 1x1 struct with 5 fields
Field Value
H numstrt. 100
{1 seedNum 123456789
s+ funFile ‘eval_HBV_SASK'
2| funPath 'C:\VARS-Tool-v2\HBV-SASK'
=2 smplMtd "PLHS'

Figure 7.3. Morris_inp

and Morris_out

ga\/ariables - Morris_out

@ 1x1 struct with 8 fields

Morris_inp Morris_out

Field

1 ACE |

- sDE

- ABE

] saE
LIrmkACE
11 rkABE

| 1rmkSQE
£ bootstrap

<

Value

1x12 double
1x12 double
1x12 double
1x12 double
1x12 double
1x12 double
1x12 double
Ix1 struct
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8. RSA

8.1. RSA Run File

main_RSA.m

This is the main file that runs Regional Sensitivity Analysis (RSA) algorithm introduced by
Hornberger and Spear (1981). It calculates the GSA indices based on the classical Kolmogorov-
Smirnov (K-S) distance measure (Kolmogorov 1933). The users set control parameters and

specifications within this file, as shown in the figure below.

dEdilor - C:\VARS-Tool-v2\RSA\main_RSA.m

E PUBLISH
main_RSA.m +

1 function [RSA_inp, RSA_out main_RSA()
2 $% %
30— N = 2000; = Samng
31— prentl 10;
32 seedNum - 123456789;

Set Control 33 funPath

Parameters M funfile
35 smplMtd

and 36 sl 54 200;
Specifications 37 bootstrapFlag = 1;

38 DoPlot 1;
39 bootstrapSi 1000;
40 confdLvl 0.9; .
41 %% Store RSA Control Parameters and Specifications
42 RSA_inp.N = N;
43 RSA
a1 RSA
45 - RSA
46— RSA_inp.funPath funPath;
47~ RSA_inp.smplMtd = smplMtd;
48 %% Randomization
49 - if isempty( seedNum ) == false
50 - rand (' ', seedNum) ;

main_RSA / plotCDFs

Figure 8.1. main_RSA.m

4\ Command Window = m]

>> [RSA inp, RSA out] = main RSA()

An RSA experiment started: size of base sample = 2000, total number of model runs = 2000.
Model run #1 started. Running model eval HBV_SASK Model run finished in 0.0425189 s
Model run #2 started. Running model eval HBV SAS Model run finished in 0.0403105 sec
Model run #3 arted. Running model eval HBV SASK Model run finished in 0.0415453
Model run #4 started. Running model eval HBV SK Model run finished in 0.0414588
Model run #5 started. Running model eval HBV_SASK Model run finished in 0.0407681 seconds.
Model run #6 started. Running model eval HBV SAS Model run finished in 0.0411875
Model run #7 started. Running model eval HBV _ Model run finished in 0.041798 seconds.
Model run #8 started. Running model eval HBV_S Model run finished in 0.044703 seconds.
Model run #9 started. Running model eval HBV SASK Model run finished in 0.0414975 seconds.
Model run #10 started. Running model eval HBV SASK Model run finished in 0.041959°¢ B
Model run #11 started. Running model eval HBV_SASK Model run finished in 0.0406806
Model run #12 started. Running model eval HBV_ SAS Model run ished in 0.0414209 seconds.
Model run #13 started. Running model eval HBV SASK Model run finished in 0.0407466
Model run #14 started. Running model eval HBV SASK Model run finished in 0.0415682 seconds.

conds.

second

eeecccccccce

fx

Figure 8.2. Screenshot of command window when running main_RSA.m

o x|
-
>

Ln .. Col 4
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8.2. RSA Output Files

After running main_RSA.m, it returns two structure arrays: RSA_inp and RSA_out. The former
contains the control parameters and specifications, while the latter includes the results of RSA run. See
the figures below. These two arrays are stored in Results RSA.mat in the RSA folder.

{ﬁVariabIes - RSA_inp JﬁVariab\es - RSA_out - mi X

e ™|
RSA_inp RSA_out RSA_inp ° RSA_out
[-€] 1x1 struct with 6 fields [E] 1x7 struct with 3 fields
Field - Value Field - Value
N 2000 -HsA_index 1x12 double
L1 prentl 10 ik 1x12 double
|-1]seedNum 123456789 £l bootstrap xT struct
22 funFile ‘eval_HBV_SASK'
1»<| funPath 'C:\VARS-Tool-v2\HBV-SASK'
j25¢| smpIMtd 'PLHS'
< > < >
Figure 8.3. RSA_inp and RSA_out
-« Figure 1 a x
File Edit View Insert Tools Desktop Window Help ~
JJH& h R O9RALA-A0E ed
- 1 1
2 - ~ 15 7
g 05 v 0.5 gos s
4" 25
0 0
0.5 1 0 0.5 1 0 500
ETF LP FC
1 1
= = £ =
205 205 < 205 5
3] >
y
0 0
0.5 1 1 2 3 0 0.05
K1 alpha K2
=05 —-=-sample with outputs > threshold
o —— sample with outputs < threshold
UBAS

Figure 8.4. A sample plot generated by main_RSA.m for the HBV-SASK case study on the Oldman
Basin. Root mean squared error was used as model response.
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Example of RSA Results:
Razavi_Gupta Multi-Scale Wavy Function (Wavy6D),
adapnted from Razavi and Gupta (2016a)

1 1 —= 1
I'. .’.1 ”,
0.8 lr' 0.8 Vs 0.8 e
'l' ! _,_z"
,.Q,_ 0.6 / ..Q,_ 061 ,.Q,_ 0.6 ‘_,-’
H T -
© 04 J O oat i © o4 Vi
----------------------- : 14 ra -
’n‘ N . .
0.2}, 02r; 0.2 . 1
/ / ; :
0 0 0 !
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 |
x1 x2 x3 > -
o1
S
1 1 1 6_ W
P o o
7 53
08 g 08} . 038 ’ 22
Z ,-“' ,"‘ e 9
L - g o o
w 06 7 % 06 7 w 06 P 99
O o4 = O gaf o O ga .
l"- l)'
I’ s &
0.2 s 02 7 0.2 4
s S ‘.
s
0 0 0
0 02 04 06 08 1 0 02 04 06 08 1 02 04 06 08
x4 x5 X6
Figure 8.5. Example of RSA results for Razavi-Gupta Multi-Scale Wavy Function
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9. Model Emulation: Handling Model Crashes

“Parameter-induced simulation crashes” is a commonly faced problem in numerical models, which
happens mostly due to a violation of numerical stability conditions. Model crashes can impede
accomplishment of sampling-based analyses such as global sensitivity analysis, as they require
running numerical models for many configurations of parameter values, some of which are prone
to model crashes. The common practice in handling this issue is discarding the failed designs and
re-running sensitivity analysis on reduced parameter ranges. However, identifying regions of
parameter space responsible for crashes is extremely difficult and requires analyzing the behavior
of models across the parameter space.

To address this challenge, VARS-TOOL has been enabled by alternative strategies to handle
model crashes. Basically, VARS-TOOL treats computer crashes as missing data and considers the
model responses as an incomplete data matrix. Three efficient strategies, including median
substitution, nearest neighbor, and response surface modelling were implemented in VARS-TOOL

9.1. Model Emulation Run File

main_crash_handling.m

After running a model, the user must replace the missing responses/outputs (simulation
failures/crashes) before performing sensitivity analysis. This can be easily done using the
main_crash_handling.m code.

21 Editor - CAVARS-Tool-v2\Model Emulat rash_handling.m

Bresigonts  un  Runend | Admnce  Runand
- v Advsce T

1 function [imputed_ output] main_crash _handling ( )
2 %% Description:
21
22 %% Control Parameters and Specifications
Set Control 23— | funPath = 'C: - Mod t

29 = outputFile = '
Parameters 25—  sample_setFile = '

and 26— strategy = 'RBF';
Specifications 27

30 %% Read inputs
31—  currDir = pwd;
32—  cd(funPath);
c utput = importdata( outputFile );

s points = importdata( sample_setFile);
35— cd (currDir);

36

37, %% Main code

38— X = find(isnan(model output));

sempty (c_indx)
40— error ('There i1 tior t 5
42— switch strategy

Figure 9.1. main_crash_handling.m
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-£ Com‘[nand Window.‘- = Bl ¥

>> [imputed output] = main crash handling ( );
Fitting RBF model . . .
Execution time: 0.06 seconds

S >>

Figure 9.2. Screenshots of command window when running main_crash_handling.m

9.2. Model Emulation Output File

After running main_crash_handling.m, it returns an output vector called: imputed_output
which contains the model responses where the missing are filled in using the pre-specified strategy.
See the figure below. This array is stored in filled_output.mat in the Model Emulation folder.

4\ Workspace = = &

Name Size Value

Himputed_output  1000x1  1000xI double

Figure 9.3. imputed_output

9.3. Example with HBV-SASK Model

This example shows how to use the Model Emulation package to handle computer crashes on the
HBV-SASK hydrologic model. Note that, in this example, we assume that 10% of the model
outputs are missing completely at random (i.e. 100 out of 1000 runs).

Step 1. Run the HBV-SASK model for all the parameters.
Step 2. Replace the failed runs by 'NaN' in the model output file.

Step 3. Write the model output and parameter set (parameters should be scaled to [0,1] for better
performance) in model_output.smp and samples.smp, respectively.
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[E] model_outputsmp E3
-3.4339809
-1.090¢613
-0.052139
0.267197
-5.7128¢4
-1.139602
0.281298
0.034783
-7.178613
10 -0.149243
11 -0.13622¢6
12 -5.2322¢0
13 —-4,818799
14 -0.100816

15
QoY Faled

simulations
replaced by
NaN

=

WO 00 =] gy 0 s LD B

18 0.380739
19 0.13199%6
20 0.102639
0.220986

23 0.035034
24 =7.577761
25 -5.158648
26 -1.981507
27 -6.336246
28 0.162698
29 -1.311523
30 -0.347335

Figure 9.4. model_output.smp.
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[l sample.smp E3
1 0.415678 0.672985 0.e3077¢ 0.848€32 0.828250 0.405298 0.552458 0.52798¢ 0.563012 0.720333 0.869280 0.928297 -
0.565381 0.540966 0.087923 0.295985 0.272905 0.510953 0.105749 0.172624 0.351468 0.318459 0.061433 0.864262 |=
3 0.288347 0.128635 0.693595 0.805537 0.045768 0.496889 0.473610 0.677985 0.502426 0.544362 0.911486 0.065426
4 0.203297 0.058333 0.8913917 0.381873 0.4€8747 0.1297¢e6 0.454006 0.82708% 0.441217 0.3983%0 0.603940 0.256870
5 0.649438 0.654647 0.019890 0.722277 0.328186 0.378364 0.720237 0.289200 0.333246 0.799556 0.663063 0.707040
£ 0.834658 0.884104 0.538396 0.045€22 0.702786 0.251950 0.740577 0.271941 0.293279 0.00€356 0.250347 0.547193
I 0.796832 0.360012 0.005079 0.993141 0.350273 0.080348 0.302893 0.920104 0.011230 0.324676 0.919661 0.364219
0.224290 0.561554 0.009552 0.439110 0.588508 0.972463 0.930769 0.700377 0.644049 0.132724 0.479573 0.129992
0.541178 0.314210 0.20297¢ 0.476213 0.1643086 0.359391 0.820644 0.040744 0.813027 0.550861 0.531782 0.833372
0.15881e 0.025017 0.74313¢ 0.900586 0.441591 0.098722 0.586709 0.119438 0.01e388 0.143278 0.640229 0.800451
0.212115 0.903924 0.915628 0.186490 0.633913 0.400710 0.858121 0.087294 0.998561 0.59339¢ 0.947800 0.102952
0.153327 0.612859 0.329728 0.022284 0.079375 0.428238 0.746619 0.131318 0.653198 0.035564 0.417773 0.780207
0.824090 0.298981 0.533321 0.932025 0.249835 0.907155 0.905013 0.410927 0.078375 0.596780 0.930697 0.763459
0.37911¢9 0.357943 0.659871 0.344201 0.103853 0.329340 0.153415 0.€98177 0.428252 0.508647 0.297506 0.478901
0.055206 0.760349 0.416350 0.430443 0.753161 0.797396 0.210032 0.046067 0.232874 0.049447 0.615969 0.610513
0.006870 0.202706 0.036359 0.320006 0.529292 0.447816 0.144552 0.748228 0.163430 0.201215 0.326206 0.806977
0.929593 0.552786 0.464563 0.210819 0.260382 0.733780 0.576469 0.594€77 0.581250 0.446243 0.262645 0.178833
0.782639 0.192407 0.910812 0.635386 0.851927 0.102750 0.031430 0.440e58 0,061860 0.403648 0.733150 0.237723
0.119388 0.58278¢ 0.845173 0.230589 0.240325 0.878037 0.135991 0.355545 0.804168 0.51534¢ 0.366253 0.332807
0.999543 0.411730 0.565275 0.426822 0.358138 0.304175 0.464250 0.787320 0.336526 0.407914 0.609969 0.042564
0.839825 0.807457 0.608540 0.788943 0.558428 0.800357 0.296271 0.035155 0.088563 0.25€775 0.747902 0.205183
0.698116 0.705192 0.752783 0.485804 0.339324 0.695170 0.129447 0.372863 0.188381 0.915212 0.937277 0.262106
0.168599 0.981441 0.649175 0.917705 0.208170 0.149570 0.€1091¢ 0.327435 0.328630 0.1179%6 0.899324 0.124183
0.230368 0.517347 0.837984 0.054566 0.254282 0.194531 0.773807 0.494319 0.631787 0.839893 0.213029 0.981564
25 0.537277 0.429534 0.356423 0.140743 0.756864 0.577349 0.709821 0.766557 0.718417 0.846523 0.983820 0.964590
’6 0.794938 0.482626 0.042853 0.600577 0.962345 0.078129 0,779282 0.315253 0.238661 0.476277 0.331704 0.595725
27 0.179874 0.683383 0.834134 0.996903 0.01e709 0.€5117¢ 0.570823 0.822175 0.5862¢6 0.7e6229 0.636863 0.919847
28 0.131733 0.384806 0.338400 0.173399 0.921837 0.298449 0.75529¢ 0.507640 0.839471 0.557397 0.543694 0.201662
29 0.851545 0.075844 0.437032 0.911855 0.993478 0.710224 0.100948 0.321051 0.992426 0.886682 0.050097 0.751593
30 0.331592 0.199123 0.297793 0.088087 0.611754 0.685577 0.388217 0.291553 0.878307 0.491193 0.786302 0.7041861
31
32 o
o
4 o
. i v

Figure 9.5. samples.smp.

Step 4. Specify the crash handling strategy in main_crash_handling.m. There are three strategies
in VARS Tool, including ‘median’, ‘NN’, and ‘RBF’. The default strategy is ‘RBF’ which uses
radial basis functions as an interpolant to fill in missing values in model output.

(21 Editor - CAVARS-Tool-v2\Model Emulation\main_crash_handling.m =8 X

£0TOR

22 0 [ @rne 2 b é “EY R i &
mhm?u—n-ﬂmu-a—n:@zj Breolponts M Runand |, Adnce  Runend
v v v imP e (e ndent [ o o v v e e
: e froe o smzazoaTs £
main_crash_handiing.m | +
1 function [imputed output] = main crash handling ( ) =
2 %% Description:
21
22 %% Control Parameters and Specifications 3
23 funPath = 'C: -v2\Model Emulation'; % int i
28— outputFile = 3 2
20 sample_setFile %
26 = strategy = ; %
27 %
= M Crash handli
29 ® ras an Ing Strategy (here we 1sed Radial Basi
30 %% Read inputs
=5 currDir = pwd;
32 = cd (funPath) ;
33 = model output = importdata( outputFile );
34— design_points = importdata( sample_setFile);
35— cd (currDir);
36
37, %% Main code
38 — c_indx = find(isnan(model_output)); % identify the ashed runs
39 if isempty(c_indx)
40 — error ('There is no failed simulatior n model outouts')
41 — end
A= switch strateg
43— case 'me Y
44 % Strategy No.l Il
1B = ; P e ’

Figure 9.6. Selecting crash handling strategy.

Step 5. Run the main_crash_handling.m code. It saves the results in both .mat and .smp formats.
After replacing the missing values in model output, user can apply any sensitivity analysis
algorithm to determine the influence of HBV-SASK parameters on the model output.

VARS-Tool USERS” MANUAL Page 28



[ imputed_output 3

1 -3.433909
2 -1.090613
3 -0.052139
4 0.267197
5 -5.712864
& -1.139602
7 0.281298
2 0.034783
5 -7.178613
10 -0.149243
11 -0.136226
12 -5.232260
13 -4.818799
14 -0.100816
15 CTo03600E>
16 -0.291402
17 0.035848
18 0.380739 Fill-in values
10 0.131996
20 0.102639
21 0.220986
22
23 0.035034
24 -7.577761
25 -5.158648
26 -1.981507
27 -6.336246
28 0.162698
29 -1.311523
30 -0.347335
31
32 ol
33 L
34 .

Figure 9.7. imputed_output.smp.
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10. Example 1: VARS Off-line Mode with a Single-
Output Model

This example shows how to run the STAR-VARS algorithm on the HBV-SASK hydrologic model,
when of interest is to characterize the sensitivity of a model performance metric to the model
parameters. The model performance metric is a scalar.

Step 1.

la. In VARS _inp.txt (Figure 4.1), set line 18 to 1 (i.e., to set the algorithm to off-line mode), line
19 to 1 (i.e., to set the algorithm to stage 1 of the off-line mode), and line 22 to 1 (i.e., to set the
algorithm to run for single-output models).

C|VARS_inpxt - No.. — O X

File Edit Format View Help
% <3¢ Variogran
% << © Saman Re
% << Do not change r
% <> VARS-TOOL w
HBV_out % 5.
100

0.1

8.1 9.3 0.5

C:\VARS-Tool-v2\HBV-SASK

PLHS
123456789
2]
1000
0.9
Set to
off-line mode —> |1
Settostagel —> |1
10
Set to 1 for <]
single-output —> |1
analysis 1

32 32 3% 32 3% 3% 3R 3% 3% 3% 38 3% 3% 3% 3% 3% W} R
NNNNRREPRREBPREBRERRERREEWOWNO
L WNRPQUONOUN D WNE®: s

Figure 10.1. VARS inp.txt in Example 1

1b. Run main_VARS.m and it generates all sample points (star centers through PLHS or another
sampling strategy of interest, and star points through STAR) and stores them in STAR_out.smp.

As shown in the figure below, the arrangement of the sample points in the file is as follows: star
center 1, star points of star 1 along dimension 1, star points of star 1 along dimension 2, ..., star
points of star 1 along dimension D, star center 2, star points of star 2 along dimension 1, star points
of star 2 along dimension 2, ..., star points of star 2 along dimension D, ...... , and star center m,
star points of star m along dimension 1, star points of star m along dimension 2,..., star points of
star m along dimension D.
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Star center 1 —

star points of
star 1along —
dimension 1

star points of
star 1along —
dimension 2

star points of

star 1along ——<

dimension 3

7| STAR out.smp - Notepad - o X

File Edit Format View Help

-------- Star-based (STAR) Sampling Output File -------- ~
STAR settings:
Number of Star Points = 100
minimum h = 0.1
factor#l factor#2 factor#3 -------

—— -3.70194 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-2.90194 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-2.10194 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-1.30194 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767

-0.501936 5.77098 09.79992 0.455397 155.549 1.27182 0.110571 0.830767

—<  0.298064 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767

1.09806 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
1.89806 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
2.69806 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
3.49806 5.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 0.770984 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 1.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 2.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 3.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767

—<  -3.70194 4.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 6.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 7.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 8.77098 0.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 9.77098 09.79992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.0999205 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.19992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.29992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.39992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.49992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.59992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.69992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.89992 0.455397 155.549 1.27182 0.110571 0.830767
-3.70194 5.77098 0.99992 0.455397 155.549 1.27182 0.110571 0.830767

< >

Figure 10.2. STAR out.smp in Example 1

Step 2.

Run extrnl_funEval_HBV.m in the “VARS” folder. This function reads in the sample points (sets
of parameter values) from STAR_out.smp (figure above), run the HBV-SASK model for all the

parameters, and writes the results in STAR_in.smp.

2a. Make sure in extrnl_funEval_HBV.m that runType is set to ‘single output’. This function

will run eval_HBV_SASK.m, located in the “HBV-SASK” folder.

M Editor - CA\VARS-Tool-v2\VARS\extrnl_funEval_HBV.m

EDITOR PUBLISH

funPath = "C:\VARS-To

8— -v2\HBV-SASK'; % directory of the mo
== output folder = "HBV out'; % to read in samples
Set runType 10
to be ——Hﬁ runType = 'single output'; rmance Metric-based Analy
. 12 % runType = 'time series'; I'ime Varying Analysis
‘single output’ | % o ey i
14 % 2] 0utput = % for Streamflow
i % 10utput = for Evapotranspiration
16 % modelOutput = ; isture Storage
17

extrnl_funEval_HBV

del file

and write model

extrnl_funEval_HBV.m eval_HBV_SASK.m run_HBV_SASK.m +
. -
1 function [ Y ] = extrnl_funEval HBV () P
2 BoAAA This function is an example to demonstrate R
3 ForkAA how to run VARS in the off-line mode. R
4 g kkk T
3 F oAk This function handles both single- and multi-output models., F***
[ doEk Saman Razavi 2018 ke
G G ke ek ek ek sk ke ek ok ok ok ko ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok

outputs

>

Ln 38Col ..

Figure 10.3. extrnl_funEval_HBV.m in Example 1
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2b. In eval_HBV_SASK.m, located in the “HBV-SASK” folder:

e choose the case study of interest; VARS-TOOL includes two readily-available case studies,
“Oldman Basin” and “Banff Basin”.

e Choose the spin-up period: for no spin-up, set this length to zero.

e Choose the model performance (goodness-of-fit) metric: a range of options are available
that provide the opportunity to carry out multi-criteria sensitivity analysis.

This function will run run_HBV_SASK.m, located in the same folder.

[ Editor - C:\VARS-Tool-v2\HBV-SASK\eval_HBV_SASK.m

EDITOR PUBLISH VIEW
extrnl_funEval_HBV.m eval_HBV_SASK.m run_HBV_SASK.m +
1 function errfun = eval HBV SASK ( par values ) T —
2 y ok kok This function receives the parameter wvalues of the ok
3 dokk HBV-SASK Hydrologic el ok
4 F Rk E as input, runs the model, and returns the HE
5 G dkk model performance metrics for calibration purposes FaAE .
select 5 G ek ok ek ke ko ok ok ok ko ko ok ok ok ok ok ok ok ek ok ek ok ok ok ook ok ok ok ok ek ok
7
Case StUdy 8*[ data folder = 'Oldman Basin'; to read in data for the Oldman Basin
(Oldman or Banff) % data folde "Rar sin'; % to read i for . £f Bas
9 \ data folder = 'Banff Basin'; % » read in data for the Banff Basin
X 10
Set spin-up L= [ Q obs | = read streamflow data(data folder);
(initialization) Iength 2= [ Q sim , ET_sim ] -= run_HBV_SASK ( par values };
(here, the first 1095 days are |13
used for spin-up) —ﬁ spin_up length = 1095; % number of days used for spin-up
a5
Select Model =—+6—> metric = 'RMSE'; % options: NSE, NSE log, BIAS, ME, MAE, MSE, RMSE, ...
Performance Metric | B
(e.g., root mean squared errors) eval_HBV_SASK Ln 45Col 4

Figure 10.4. eval HBV_SASK.m in Example 1

2¢. In run_HBV_SASK.m, located in HBV-SASK folder, make sure that the case study is the
same as the one selected in eval HBV_SASK.m.

|,Z Editor - C:\VARS-Tool-v2\HBV-SASKyrun_HBV_SASK.m

EDITOR PUBLISH
extrnl_funEval_HBV.m eval_HBV_SASK.m run_HBV_SASK.m +
1 function [ Q sim , ET sim , SMS sim] = run H ™
2 g oKk 7?m:e- :\m:: . r e
3 G Ak ko ok
4 § hokkd as input, read ko
5 o
6
Select 7— [ data_folder = 'Oldman Basin'; % to read in data for the Oldman Basir
Case Study _T{ data folder = 'Banff Basin'; % to read in data for the Banff Basir
(Oldman or Banff) 9
10 [ watershed_area, ini_values, forcing, long term ] = read_ inputs(data_folder);
11— [ output_flux , output_state ] = HBV_SASK ( forcing , ...
12 Lonq_term , par_vaiues B ini_values ’ watershed_area )
13— Q_sim = output_tlux (1 : end, 1)
14— ET_sim = output_flux ( 1 : end, 7 );
15— SMS5_sim = output_state( 1 : end, 2 );
16— end
17 |
run_HBV_SASK Ln 17 Col 1

Figure 10.5. run_HBV_SASK.m in Example 1
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2d. File STAR_in.smp will be generated automatically in C:\VARS-Tool-v2\VARS\HBV _out.
This file contains the model response values for all the sample points, arranged in the exact same

order of points in STAR_out.smp.

“\STAR_in‘smp - Notepad - [m] X

File Edit Format View Help

Modelresponse |54, 2536783463788230 B
at star center 1 24.2609382940996240
24.3080918942474860
24.2815528366845830
Model responses 24.2925371616827380
atstar "°|'"‘5 of 24.1727432026291780
Smendons 23.9493119659923790
23.37392955988093180
22.5016569881438220
21.503595793277121@
2376059996362171380
24.0093748813163610
24.1181783100066840
r:;znfiﬁi:if 24.1701547225697410
a1 cloms { 124.2105744642499450
e 24.,2830480088566600
24.3070516283567670
24,3285083966759930
24.3406070460467810
26.3165759637265200
26.3078258220571720
26.0419548414584770
25.6500832866420720
25.2539313281543620
24.8851156488261010
24.5504027130804300
23.9935698416929950
23.7643542624464600

Model responses
at star points of
star 1 along
dimension 3

Figure 10.6. STAR_in.smp in Example 1
Step 3.

3a. In VARS inp.txt, set line 19 to 2 (i.e., to set the algorithm to stage 2 of the off-line mode).
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_|VARS_inptxt - No.. — O X

File Edit Format View Help

% <3< Variogran
% <><><> ©® Saman Re
% <><> Do not change r
% <> VARS-TOOL w
HBV_out % 5.
100 % 6.
0.1 % 7.
0.1 0.3 0.5 % 8.
% 9.
C:\VARS-Tool-v2\HBV-SASK % 18.
% 11.
PLHS % 12.
123456789 % 13.
5] % 14
1600 % 15.
0.9 % 16.
% 17.
1 % 18.
Set to stage2 —>| 2 % 19.
10 % 20.
2] % 21.
1 % 22.
1 % 23.

Figure 10.7. VARS _inp.txt in Example 1 — Stage 2

3b. Run main_VARS.m to carry out GSA. The results will be stored in VARS_out_10.txt through
VARS_out_100.txt.

T VARS_out_100.txt - Notepad - o X
File Edit Format View Help
-------- Variogram Analysis of Response Surfaces (VARS) Output File -------- -
VARS settings:
Target Number of Stars = 10@
Current Number of Stars = 180
minimum h = @.1
*#**  gamma(h) - Directional Variograms:
h factor#l factor#2 factor#3 ~ ------- >
e.1 0.473011 2.1997 9.202542 8.157467 1.07088 @.0209401 3.193@89
0.2 1.76@51 6.0038 8.833176 0.608946 3.96481 @.8735227 12.8951
2.3 3.7149 11.404% 1.93291 1.3247% 8.36752 8.149739 29.1693
0.4 6.19354 18.371 3.49547 2.28509 14.1223 ©.246531 51.8667
8.5 9.06773 26.9398 5.44908 3.48182 21.1966 9.362938 80.5763
8.6 11.9782 37.6532 7.6581 4.91516 29.662 ©.499315 114.6
0.7 14.5845 51.0899 9.86453 6.59399 39.6893 0.657394 152.936
0.8 16.6875 68.3367 11.6247 8.52802 51.5738 0.84157 194.3082
0.9 18.3183 93.4141 12.5583 10.6927 65.8614 1.86249 237.163
.
< >

Figure 10.8. VARS out_100.txt of Example 1
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11. Example 2: Models with time series output via the
Generalized Global Sensitivity Matrix (GGSM)

approach

This example shows how to run the STAR-VARS algorithm on the HBV-SASK hydrologic model
using the GGSM approach, to assess how the different model parameters influence the model
outputs over time.

Step 1.

la. In VARS inp.txt, set line 18 to 1 (i.e., to set the algorithm to off-line mode), line 19 to 1 (i.e.,
to set the algorithm to stage 1 of the off-line mode), and line 22 to the length of model output time
series. Here, for the Oldman Basin case study, this length is set to 9863 (days). The user may also
set line 23 to 0, to save run time; otherwise, main_VARS.m will generate report files, separately
for every time steptfrom1to T.

| vARS_inp.txt - Not..  — O X

File Edit Format View Help
% <L Variogranm
% <> © Saman Ra
% <><> Do not change r
% <> VARS-TOOL w
HBV_ out % 5.
100

0.1

0.1 ©.3 0.5

C:\VARS-Tool-v2\HBV-SASK

PLHS
123456789
(5]
1000
0.9

Set to
off-line mode —> |1
Settostagel —> |1
10
(%]
—> | 9863
%]

<

Set to the length of
output time series

32 32 392 3% 32 20 32 3% 3R 3R 39 3° 3% 39 3° 3% 3¢ ¥
NNRNNRERRREPRBREBREEO0NO
WN R ®UOUONOATU D WNE®: + o«

v

Figure 11.1. VARS inp.txt in Example 2: Stage 1

1b. The same as Step 1b in Example 1.

Step 2.

Run extrnl_funEval_HBV.m in the “VARS” folder. This function reads in the sample points (sets
of parameter values) from STAR_out.smp, run the HBV-SASK model for all the parameters, and
writes the results in STAR_in.smp.

2a. Make sure in extrnl_funEval_HBV.m that runType is set to ‘time series’, that the model
output of interest is chosen (e.g., soil moisture storage), and that the time period of interest in
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chosen, as shown in the figure below. This function will directly run run_HBY_SASK.m, located
in the “HBV-SASK” folder.

Z Editor - C:\VARS-Tool-v2\VARS\extrnl_funEval_HBV.m = m] X

EDITOR PUBLISH

extrnl_funEval_HBV.m run_HBV_SASK.m +
1 function [ Y ] = extrnl funEval HBV () T
2 s Thi function is an example t lemonstrate
3 1 t -
4
5 b ior 1 11t 1
6 A1
G L Ak Rk kA k ko hk kA Ak k kA kk ok kb k ko ko k ko k ok ko ko ko k Rk k ok
8— funPath = 'C:\VARS-Tool-v2\HBV-SASK'; iirect iel il
9= output_folder = 'HBV out'; folder to read T it i utputs
Set runType 10
11 runType 'single output'; Performance Metr -based Analysis
to be ——t—id=3y runType = 'time series'; lime Varying Analysis
‘time series’ 13
14 modelOutput Q': for Streamflow
Select — modelOutput CHT for Evapotransyg tion

modelOutput To= modelOutput
Options: Q, ET, SMS

11 switch runType

12 case 'time
Choosethe 73 Y ¥ & o 9771 3 10135 )7 I k per 1; «.g., fronm 0/01 005 t
time period ——++—> Y =Y(:, 1096 : end ); % ren pin-up peri

i
iR
of interest ¢ 1 """' | A_
T

y

Figure 11.2. extrnl_funEval_HBV.m in Example 2

2b. None.

2c. In run_HBV_SASK.m, located in the “HBV-SASK?” folder, choose the case study of interest.
See Figure 10.5.

2d. A series of STAR_in files will be generated for the time period of analysis, for t=1to T, i.e.,
STAR_in_t=1.smp to STAR_in_t=9863.smp. These files will be stored in C:\VARS-Tool-
V2\VARS\HBV _out. Each file contains the model response values at the respective time step for
all the sample points, arranged in the exact same order of points in STAR_out.smp.
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Model response
att=1 1

at star center 1

Model responses
att=1

at star points of —

star 1 along

dimension 1

Model responses
att=1

at star points of ———<

star 1 along

dimension 2

Model responses
att=1
at star points of ———<
star 1 along
dimension 3

Time Step

v
_|STAR in_t=1.smp - Notepad -

File Edit Format View Help
162.3033791384040700
102.1258257415203900
102.2806171349434400
93.8005184559142860
64.9791031020530310
46.5603165225178090
46.6893157761860280
46.8414015495022940
46.7946308094990900
46.8042260319016140
99.2935832533241010
102.1923615258525300
102.2458688192003800
102.2665155160391400
102.2976890971526300
102.3033791355131300
162.3033791586996800
102.3033791790971960
102.3033791897108400
108.9263495257209160
108.5349177765983800
107.5352043070166100
106.3963117899703900
105.2616709029634300
104.1920947773488400
103.2193943255330600
101.4450077854171300
109.6392346959813700

Figure 11.3. STAR_in_t=1.smp in Example 2

Step 3.

3a. In VARS _inp.txt, set line 19 to 2 (i.e., to set the algorithm to stage 2 of the off-line mode).
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_|VARS_inptxt - No..  — O X

File Edit Format View Help

% <><><><> Variogram
% <><><> © Saman Re
% <><> Do not change r
% <> VARS-TOOL w
HBV_ out % 5.
100 % 6.
0.1 % 7.
0.1 0.3 0.5 % 8.
% 9.
C:\VARS-Tool-v2\HBV-SASK % 10.
% 11.
PLHS % 12.
123456789 % 13.
(7] % 14
1000 % 15.
0.9 % 16.
% 17.
1 % 18.
Set to stage 2 —>| 2 % 19.
10 % 20.
(7] % 21.
9863 % 22.
0 % 23.
< >

Figure 11.4. VARS _inp.txt in Example 2: Stage 2

3b. Run main_VARS.m and it will carry out GSA based on the GGSM approach. Upon
completion of the run, all the time-varying and time-aggregate GSA indices will be returned in
variable VARS_out.RG in MATLAB environment. Also, a summary of time-aggregate indices
will be stored in files VARS_RG_out_10.txt through VARS_RG_out_100.txt.

| VARS_RG_out_100.txt - Notepad - | X

File Edit Format View Help

--- Variogram Analysis of Response Surfaces (VARS) for Dynamical Systems Models Output File --- B
VARS settings:

Target Number of Stars = 100

Current Number of Stars = 100

minimum h = @.1

***  TVARS Time Aggregate:
H factor#l factor#2 factor#t3  ------- >

< >

Figure 11.5. VARS _RG_out_100.txt in Example 2
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Appendix A: The HBV-SASK Hydrologic Model

A1. Model Description

HBV-SASK is rainfall-runoff model based on an interpretation of Hydrologiska Byrans
Vattenbalansavdelning model (Lindstrom et al. 1997). This model was coded at the University of
Saskatchewan for educational purposes (Figure A 1). The code is modular, with each module
simulating a different hydrologic process, thereby allowing the user to easily investigate the
different model flux and state variables. Table Al lists the model parameters, their description,
and preferred ranges. The first 11 parameters are hydrologic process parameters, while parameter
12 is designed to account for bias (uncertainty) in precipitation. The specification of parameters
11 and 12 is optional, and if not supplied by the user, the model run with the default values.

Input Flux

Time

P (mm)

P

IFT<TT | IfT>TT
State Variables SF\L RF

AN SWE onoW

Storage
LN |

SWE (mm)

Time

AET= PET.(SM/LP)
MS=CO.(T-TT) Output Fluxes

———————————— FC

I_/\ R W N Lp
Time SM Soil Storage

SM (mm)

AET (mm)

Time

R=(RF+MS).(SM/FC)®
FRAC.R

lA =N L e (1-FRAC).R

Time \l/ b “ uk
X |_ Time
5, Fast ' Q,=K, 5,
Reservoir ————> =~

UBAS
A\vall Q:Q1+Q2
Q,=K, S,

S1 (mm)
Q(cms)

S2 (mm)

Time A =

Slow

17 Reservoir
-

Figure A 1. The architecture of the HBV-SASK hydrologic model. The model works on a daily time step
and reports all the flux and state variables. P: precipitation; T: temperature; SF: snowfall; RF: rainfall; SWE:
snow water equivalent; MS: melted snhow; AET: actual evapotranspiration; PET: potential
evapotranspiration; SM: soil moisture; R: soil release; S1 and S2: storage in fast and slow reservoirs; Q1
and Q2: discharge from fast and slow reservoirs; Q: total watershed discharge.

While all the process equations are included in the above figure, PET (daily potential
evapotranspiration) is calculated using the equation below based on average monthly temperature
(Tmonthly) and average monthly potential evapotranspiration (PETmonthly), Supplied as input to the
model.
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PET = ( l + ETF * ( T - Tmonthly) ).* PETmontth

Table A 1. The parameters of the HBV-SASK model

Equation (A1)

Parameter Lower Upper —
Number Name Bound Bound Description

Air  temperature threshold in °C for

1 TT -4 4 . . ; )
melting/freezing and separating rain and snow

2 Co 0 10 Base melt factor, in mm/°C per day

3 ETE 0 1 Tempgrature anomal_y correction in 1/°C of
potential evapotranspiration
Limit for PET as a multiplier to FC, i.e., soil

4 LP 0 1 moisture below which evaporation becomes
supply limited

5 EC 50 500 Field capacity of soil, in mm. The_ maximum
amount of water that the soil can retain

6 B (beta) 1 3 Shapg parameter (exponent) for soil release
equation (unitless)

7 FRAC 0.1 09 Fraptlon of soil release entering fast reservoir
(unitless)
Fast reservoir coefficient, which determines what

8 K1 0.05 1 proportion of the storage is released per day
(unitless)

9 o (alpha) 1 3 Shapq parameter (exponent) for fast reservoir
equation (unitless)
Slow reservoir coefficient which determines what

10 K2 0 0.05 proportion of the storage is released per day
(unitless)
Base of unit hydrograph for watershed routing in

11 UBAS 1 3 day; default is 1 for small watersheds

12 PM 05 5 Prec!p_ltat!on mu_ltlplle.r to addrt_ess uncertainty in
precipitation (unitless); default is 1.

References:

Lindstrom, G., Johansson, B., Persson, M., Gardelin, M. and Bergstrém, S. (1997) Development and test
of the distributed HBV-96 hydrological model. Journal of hydrology 201(1-4), 272-288.
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A2. How To Run HBV-SASK?

All the MATLAB files needed to run HBV-SASK are included in a folder named “HBV-SASK”.
The user may need to use/edit the following files to run the model:

run_HBV_SASK.m

This is a main MATLAB .m file that receives parameter values, reads in forcing and watershed
data, calls the HBV-SASK engine (HBV_SASK.m explained below), and returns the simulated
streamflow at the outlet and other state and flux variables. The user needs to set the data folder for
the case study of interest at the beginning of this file.

HBVY_ SASK.m
This MATLAB .m file is the HBV-SASK engine that includes all the process equations. This file
is called by run_HBV_SASK.m and may not be run directly by the user.

eval HBV_SASK.m

This MATLAB .m file is to assess the performance of HBV-SASK against observed streamflow
using a range of error metrics. The user needs to set the data folder (case study) at the beginning
of this file and choose the error metric of interest (e.g., MSE for Mean Squared Errors).

factorSpace.txt

This text file incudes the parameter specifications and their ranges. This is only needed when the
user needs calibrate the model parameters and conduct sensitivity and uncertainty analysis. If the
last two parameters are to be set at default values, the users should remove their respective lines
in this file.

calibrate. HBV_SASK.m
This file is designed to calibrate the parameters of HBV-SASK via optimization.

A3. Case Studies

HBV-SASK in VARS-TOOL comes with “ready-to-run” case studies on two watersheds with
different properties, Bow and Oldman Basins. These rivers are located in the Rocky Mountains in
Alberta, Canada, and flow into the Saskatchewan River Basin (Figure A 2). Banff and Oldman
Basins with watershed areas of 2178.53 and 1434.73 km? have average annual precipitation
(rainfall + snowfall) of 795 and 611 mm. The average streamflow of Bow and Oldman River basins
are estimated to be 38.6 m¥s and 11.7 m®/s at gauges 05BB001 and 05AA023, respectively. The
historical records included span periods 1950-2011 and 1979-2008 for the Bow and Oldman
Basins. Figure A 3 shows the time series of these historical records. Based on these periods, the
runoff ratios of Bow and Oldman Basins are estimated to be 0.7 and 0.42, respectively. The data
required to run HBV-SASK for these two basins are included in the folders named “Banff Basin”
and “Oldman Basin” within the folder “HBV-SASK”.
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(c) Saskatchewan River Basin

(a) Bow River Basin
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The simulated streamflow by HBV-SASK is based on the parameter values reported in Table A 2.
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A4. Model Performance

The performance of the HBV-SASK model in reproducing observed streamflows in the Banff and
Oldman basins, using different combinations (thousands) of parameter values, is shown in Figure
A 4. The plots in this figure show the cumulative distrbution function (CDF) of mean squared
errrors (MSE) and its normalized version (Nash-Sutcliffe Efficicney, NSE) across the parameter
space. Table A 2 shows examples of well-performing paramter values for the two basins and their
associated error metrics. These parameter values generate simulated streamflows that were already
shown in Figure A 3.

NSE NSE
1 0 -1 -2 -3 -4 -5 1 0 -1 -2 -3 -4 -5 -6 -7 -8 -9
1 t + t + + 1 + + + + + : d + +
> 09 + > 09 +
£ (a) £ (b)
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Q0 o]
© 4 © 1
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Figure A 4. Cumulative distribution functions of Mean Squared Errors (MSE) and respective Nash-
Sutcliffe Efficiency (NSE) across the parameter space for (a) Banff and (b) Oldman Basins. For these plots,
only the first 10 parameters of Table A 1 were varied and parameters 11 and 12 were fixed at their default
values.

Table A 2. Examples of well-performing paramter values for the Banff and Oldman Basins, based on NSE
(Nash-Sutcliffe Efficiency), NSE-L (NSE on log-transformed flows), and %bias (volume bias)

Basin T co ETF LP FC beta FRAC K1 alpha K2 UBAS PM NSE NSE-L %bias

Banff 1.878 2.810 0.001 1.000 435.398 1.001 0.624 0.051 1.000 0.006 1.020 1.025 0.824 0.903 0.287

Oldman 1.036 0.838 0.102 0.351 242.259 1.393 0.724 0.050 1.456 0.008 1.004 1.034 0.774 0.860 1.339
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Appendix B: Example of external model runs

B1. Running models offline with OSTRICH

Here we illustrate how, in conjunction with the VARS-TOOL, thousands of external model
simulations can be performed using OSTRICH toolkit (Matott, 2005), which is available for free
at here. OSTRICH is a user-friendly model-independent optimization toolkit that also allows for
Monte-Carlo type of simulations, where a large number of model simulations is required using
sampled parameter sets. In addition to its regular (serial) version, OSTRICH supports Message
Passing Interface (MPI)-based parallel processing on both Windows and Linux systems. In this
example, we illustrate how to use OSTRICH in parallel mode to perform a large number of runs
of a distributed physically-based model Modélisation Environmentale—Surface et Hydrologie
(MESH, Pietroniro et al., 2007). In this case study, MESH (version 1.4.1037) is applied to
Nottawasaga River Basin, Ontario, Canada as described in Haghnegahdar et al. (2017). Given the
large computational burden, this example is specifically for use with OpenMPI parallel computing
on high performance computing Linux systems, but can be modified to be used in Windows
systems as well with the same structure. A brief description of the model and case study is
presented at the end of this section.

As described in section 5.5, three steps are involved: (1) Running VARS to generate sample
parameter sets; (2) Run the model for all sampled parameter sets using OSTRCIH; and (3) Run
VARS again by feeding back to it the model simulation results to generate sensitivity metrics.
These steps are described below in details.

1) Running VARS to sample parameter sets

First we need to run VARS to generate sample parameter sets. The files required for this step are
supplied in the MESH-31D folder seen below.
e Copy the VARS_inp_MESH-31D.txt in the main VARS folder and rename it to
VARS inp.txt;
e Run main_VARS.m; A folder, MESH-out, will be created and the associated
STAR_out.smp (and also STAR_out.mat) will be generated in it.

As seen in the figure below, VARS is applied with 100 star centers (specified in SampleOut.txt
file) and sampling resolution of 0.1, resulted in 28,000 parameter sets. As a verification, this
generated STAR_out.smp file should be identical to the STAR_out_NWasaga_31D.smp (provided
in the MESH-31D folder and seen in the snapshot below) when PLHS sampling is chosen because
the same star-center file, SampleOut.txt, is specified on line 11 of the VARS _inp.txt file in this
case. The VARS_inp.txt file can be changed as needed. The sample parameter sets generated here
should then be fed into OSTRICH to run MESH simulations accordingly as described in the next
step.
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» MESH-31D
—— » VARS » MESH-out

Name N -
amme

| factorSpace.txt Run VARS stage 1

, SampleOut.txt (line 19=1)
| STAR_out_NWasaga_31D.smp

; VARS_inp_MESH-31D.txt

@4 STAR_out
|=| STAR_out.smp

v

" VRS inp_MESH-310.t - Notesad |

File Edit Format View Help

% > variogram Analysis of Response surfaces (VARS) Main Input File L
% > © saman Razavi 2018; vl written in 2013-15; v2 written in 2017-18 S
% <> Do not change row numbers and orders. Any text after % is deemed comments L
% < VARS-TOOL will scale factors in ranﬁe zero to one before analysis e
MESH-out % 5. output folder: name of the folder where VARS results are to be stored
100 % 6. Mumber of stars: the total number of stars for a STAR-VARS run
0.1 % 7. sampling resolution, pelta h: The minimum h in the varRs analysis
0.1 0.3 0.5 % 8. IVARS scale ranges of interest, H: e.g., 0.1 and 0.3 correspond [0-0.1] and [0-0.3], respectively
% 9. Model filename: MATLAE m-file without .m extension
..\MESH-31D % 10. Folder address: that includes model fﬂe, factor space, and star centers (if applicable)
Sampleout. TXT % 11. star-centers file: if blark, vARS generates star centers via the sampling strategy specified in Tine 12
PLHS % 12. sampling strategy: RND, LHS, PLHS, sobolseq, or Halton for generation of star centers; if blank, default is LHs
123456789 % 13. Seed number: for randomization of sampling strategy specified in line 12; Teave blank for automatic randomization
0 % 14. Bootstrap-and-grouping flag: enter "1" to bootstrap and group, or "0" not to
1000 % 15. Bootstrap size: number of sampling iterations with replacement; if bootstrap flag = 0, this 1ine will be ignored
0.9 % 16. confidence level: for bootstrap-based confidence intervals on results; if 1ine 14 = 0, this 1ine will be ignored
% 17. user-specified number of groups: if blank, VARS- ToOoL wﬂ'\ find_the optimal number; if Tine 14 = 0, this 1ine will be ignored
1 % 18. online/offline flag: enter "0" for online VARS, or "1" for m’f'hne VARS
1 % 19. offline-stage flag: enter "L" to run STAR & write samples, or "2" to read model output & run VARS; active when line 18 = 1
100 % 20. Reporting frequency, R: reports after completion of every set of R stars; if Tine 12 = PLHS, R will also be the slice size
[ % 21. plotting ﬂa? enter "1" to generate plots on the results, or "0" not to generate
1 % 22. Time series Tength: needed for the GGsMm analysis of dynamwca"\ systems models; enter "1" for conventional Gsa
0 % 23. Text-report flag: enter "1" to write txt report files, or "0" not to write

[= 5TAR_out_NWasaga_210_ModForROOT smp E3

1 | ———————— Star-based (STAR) Sampling Output File ———————

2 STIAR settings:

3 Number of Star Points = 100

4 minimam h = 0.1

& factor#l factor#2 factor¥d = -——————- >

7 3.33533 -2.08828 0.0488235 0.384388 3.11472 2.15818 72.0992

g 3.03533 -2.08824 0.0488235 0.384388 3.11472 2.15818 72.09892

9 3.63533 -2.08828 0.0488235 0.384388 3.11472 2.15818 72.0992
10 3.83533 -2.08824 0.0488235 0.384388 3.11472 2.15818 72.0982
11 4.23533 -2.08828 0.0488235 0.384388 3.11472 2.15818 72.0992
12 4.53533 -2.08828 0.0488235 0.384388 3.11472 2.15818 72.0992
12 4.83533 -2.08828 0.0488235 0.384388 3.11472 2.15818 72.0992

4 5.13533 -2.08828 0.0488235 0.384388 3.11472 2.15818 72.0992

5.43533 -2.08824 0.0488235 0.384388 3.11472 2.15818 72.0982

16 5.73533 -2.088248 0.0488235 0.384388 3.11472 2.15818 72.0992
17 3.33533 -2.47828 0.0488235 0.384388 3.11472 2.15818 72.0992

o = 2232 _9 24898 A nase9ec n =2sa2s8s 2 11479 a2 1zsi1s 79 naa=

2) Running Model (MESH) offline using OSTRICH

This section describes how we can prepare OSTRICH and link it with our model (MESH here) to
perform all model simulations and calculate required metrics associated with the parameter sets
generated by VARS. If this step is already configured (i.e., model is linked with OSTRICH for
this purpose), then in this step simply copy the parameter sets generated by VARS into the OstIx.txt
file between the section identified by two key flags “BeginInitParams” and “EndInitParams”,
and then skip to step NO.3.
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Otherwise, this step requires compiling OSTRCH and the model first, preparing OSTRCH files
and folders, and executing OSTRICH to generate the response or metric needed by VARS to
calculate sensitivity indices. This example is specifically designed for use with Open MPI parallel
computing on Linux systems. The steps are described below.

2.1. Compiling MPI Ostrich and Model (MESH) in Linux

To run OSTRICH in parallel on a Linux machine or Linux-based cluster of machines, the Linux
environment must provide MPI (Message Passing Interface) libraries. Any MPI implementation
will suffice. Ensure the right modules are available in your system and loaded first.

To check the version of the Intel compiler available type:

module avail openmpi/intel

To load the desired module type, for example:

module load openmpi/intel/64/2.0.0

To compile MPI-OSTRICH in Linux using OpenMPI:

cd Path/to/OSTRCIH-source
make OMPI

NOTE: OSTRICH source code is normally included in the downloadable package. Otherwise, it
can be obtained by contacting L. Shawn Matott via e-mail (Ismatott@buffalo.edu). Details on
how to compile OSTRICH for each case can be found in its manual included in the downloaded
package available at http://www.eng.buffalo.edu/~Ismatott/Ostrich/OstrichMain.html

Compiling MESH in Linux is the same as compiling other Fortran or C/C++ codes. It is advised
to use the Intel compiler, as it is kept more up-to-date. Ensure the right modules are available and
loaded first; “Intel Fortran™ in this case. Note that when MESH is linked with MPI Ostrich, it is
advised to compile it to run in serial — and not in MPI mode.

cd Path/to/MESH_Code
make -f makefile.ifort
make -f makefile.ifort clean

Note: Release notes and code for the latest version of MESH can be obtained here. Details of
compiling MESH on Linux as well as on Windows are found on the MESH wiki page
https://wiki.usask.ca/display/MESH/Compiling+Standalone+ MESH

A compiled version of both MESH and OSTRICH is included in this package and might be used
to run experiments on Linux systems. However, depending on the conditions, re-compiling
might be required.
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2.2. Arranging structure of files/directories for linking OSTRICH and the model

Users can customize the way they prefer to link a model to OSTRICH. In this example, we use the
suggested structure shown below to link MESH with OSTRICH. Several required components are
kept separate in this structure so they can be changed independently of one another when needed.
They include some common files that remain unchanged throughout all the simulations;
meteorological forcing files that also remain constant, MESH executable file; main OSTRICH
folder; scripts for pre- and post-processing; and the main script to call MPI OSTRICH in Linux.
Some instruction are provided inside the files of each folder.

OST-VARS »
*
- Structure of files and directories

Mame

. commoen_inputs > Folder for common inputs files, which remain unchanged, needed to run model, MESH

. forcing Meteorological forcing files requifed as input for the model, MESH
. MESH_model > Folder containing model, MESH, executable file
, o5t > Main OSTRICH folder containing OSTR|EH executable, input files, and outputs

. Scripts > Folder containing scripts for pre-pr@cessing, model run, and post processing

|| MPLSLURM > The script to call pre-processifig, MPl OSTRICH, and post processing in Linux

2.3. Preparing OSTRICH files

The “ost” directory is the engine to prepare and run OSTRICH,; it contains OSTRICH executable
and input files. OSTRICH output files will be written in this folder as well after execution. More
instructions are included inside each file.
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s |
OS5T-VARS » OST-MESH » ost |

- Mew folder

Mame

|| OstrichMPL_v17.12.19 > OSTRICH executable With release date
|=] OS5T_MESH.sh > The main script called by OSTRICH in ostIn.txt file as "ModelExecutable"

=] Durmnmy.tpl
] MESH_parameters_CLASS pl jl'empla?te files L.Jsed bY OSTRICH to generate required model
— input filés associated with each parameter set to run the model.
=] MESH_parameters_hydrology.tpll  pymmy fis added for sorting purposes at the end of execution.

|=] ratio.tpl

| ostln.bt > OSTRICH main input file for run gptions

= OstIn.txt is the main OSTRICH controller file. This file is shown below and determines model
executable files, OSTRICH program type, and contains parameter names and ranges (the
number, order, and ranges of the parameters should be identical to those specified for VARS in
factorSpace.txt file). It also should contain all parameter sets generated by VARS and to be
simulated by the model. Parameter sets generated by VARS in step 1 should be copied into
the designated section in this file. If the file gets too large, then codes or scripts can be written
to perform this job. Note that “ProgramType” in this file should be set to
“ModelEvaluation” for performing Monte-Carlo type simulations for the given parameter
sets. The use of the “#” will comment out lines in this file. The number of metrics to be
calculated and/or integrated as the final objective function, as well as, the way they will be
printed out by OSTRICH is defined in this file.

= XXX.tpl files are template files used by OSTRICH to generate model input files associated
with each parameter set to run the model. These files determine how the values for each
parameter is mapped to the proper location in each input file.
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EGUREU N W ——— Ry ]

Eia Edt Format Niew Help

4 erepared by Amin waghnegahdar (karch 2018) for incluston with the vaRs-TooL package. E
¢ some dnscructions are provided. Pleass ses the oSTRICH manual for mors detai
# it £alo. edu/~15matott /OSTRICH/OSTRICHMain. hi

> ”ProgramType should be set to “ModelEvaluation”

OSTMESH.sh
we_bes

ﬂwru!ruwudﬂuuwu! y!s
Madesubdir

segineilerairs
arameters_CLASS, tp] ; MESH_parameters_CLASS.

ris:_ga;#murrs_hyurﬂow ip1 7 WES_paramaters_hydrology. int } Model Temblate files

Dummy_tpl ;| Oummy. txt
Endrtiebairs

# BaginExtrariles
# EndExtraFiles

# geginextrapirs
# EndExtrabirs

eeginParams
by e arameters, ranges, transformations, and their format (if any)
. These ranges should be {damcical To the ones tsed in “FactorSpace.txt” in VARS-TOOL TO gemerate parameter sets.
. added here only for the purpose of sorting the outputs later according to input parameter sets order.
ﬂnane A, Towar upper lransfurma(iw\s format
DUMMY random 1 100000 9
LAMAX random 3.00 6.00 nun! m:me nurm
LNz0 random -2.6 -1.3 none none nane
et rans sas [ne pe e
CMAS random 2.00 5.00 none none  nane
random 0.20 4.00 none mnone none
SMI random 60 110 none none nane
i ke 0 Ho  ne none none
G pads 10 30 fone noe fone
VPDB random 0.7 1.3 none none  nane
GA ands 7 128 none mnone none
PSGE random 2,00 £.00 none none none
S [imes 100 B30 poe pome none
DOEN ramm 2.00 100 none none none .
gin [inbs 20D 100, pone mom nons
Irdon bgbok oot tone one none > Parameters and their ranges
random 0.02 0.2 none none none
wu,  fiam 09 G2 jre pome none
SANI ram BS 100 none none none
CLAYL random © 10 none  none  none d b dd' N
raren B ene none rone m
e W T - Parameters sets generated by VARS. In addition
e e e e )
el R to the first column that shows the Dummy
s T g pene pone rene
P
IR bE S mne oot parameter, each row has 31 values
zPLS random 0.02 Q.15  none nane nane ’
Z’:aﬁ random 0.02 0.15 none mnone none >y . t t 31 t . t
erdvarans re ndin h rameters in the order
e correspo g to the 31 parameters e orde
# Relating vertical anmﬂ Ng1zon:a;;yd:gmhcom:thgmly MESH using RATIO paramerer I
§ e e el <omeke s <0 wers isted above.
2 RATIO ISII inear 1 o o '] EB.1
Endﬂedwarams{

Fiaagters generaed by vaRs Cor any other saspling strateqy)
e ED] n is Ter VARS-TOOL

# The first indicate’ parameter set_number
2 BADESE 2.08826 0.0488235 0.384388 3.11472 2.15818 72.0992 32.8907 0.277525 1.16562 124.086 3.08B688 1.98698 8. . 0350102 0. 898791 0.150437 80.1637 93.8911 2.52449 96.79
3 3.63533 2 088?6 0.0488235 0.384388 3.11472 2.15818 72.0992 32. 8907 0.277525 1.16562 124,086 3.08688 1.98698 82,8348 0.0350102 0. 898791 0.150437 80,1637 93,8911 3 2.52440 96,70
iR S Dasam SHI RINE 28 S S Laghed dan0m Jootees Losone srans goiar el Ghmy o e
7 4.83533 -2.08826 0.0488235 0.384388 3.11472 2.15818 72.0992 32.8907 0. 1.16562 124.086 3.08688 1.98698 82.8348 0.0350102 0. 898791 0.150437 M.]E!? 2.52449 96.79
8 5.13533 -2.08826 0.0488235 0.384388 3.11472 2.15818 72.0992 32.8907 0. 1.16562 124,086 3.08688 1.98698 82,8348 0.0350102 0. 898791 0.150437 80,1637 93 0911 3 2.52440 96,70
St 5 O - T b et sy 0.0 baghed dan0m dotees Losone rans oo pEedl GHET mday panh o b el

. There will be 28,000 parameters sets here for this example.
srae & g LmEiinsmsy Qi D lones i nidmsesa oony 3 ooz N
T o.aceate  yovasioeds e g meee  donem b i fes ooy 2 R 53
i A FE T S N gagmss  fase  lopem izl e Smpy 0 gres  sonms H
27990 4. 0.206826 4.64418 2.91648 85. 0.265155 0,868706 102.691 3,55474 2.14177 86.923 0,025557 0.700663 0.0292158 5.
pe § Shes  Lhaiass S Bmem e iaiap e deny G she 3
anes & gaoeme  Amas s e gz pae ine 3oz s Goamm  0ome grozsniss &3
aren 148 aemm:  san sty gansy i donem simmans fems odanw -joees Do H
frese & gaese Lo g Dmee e N sifless Sy Qe nom 5
e 4 oaceate  Laasinss e Qs osee  lonem Bawd i ses Sumby Qe oo N
arost % Qiaene  Amuamues puodens  Diame laem il idp sen ooy gsmes  foni :
A T U S o b O e s R L
EndInitParams
. rgm soction daefines metrics and how they will be read/write by OSTRICH B B A
§ perr s A calcutated and pr nted Tnte Hetrics ou T by Hesk, Response variables read from Metrics_out.txt file. MESH
# otherwise, a user code eeded to calcula and write se_metr i, —_—
# NS leh;iut(hffe cueﬂ"lcient’1 NSL: duash Suldiffe of |n() of ﬂms “BI: Absolue BIAS . . . .
L w .
ol - G L creates this file automatically; however, depending on the case
NSL ne":cs,ou(.u( OST_NULL 1 8 2 X yes
81 Metrics_Out.Txt } OST_NULL 1 5 C yes . o o
Endnesponsevars study, a separate code may be required to generate this file
sagtrriacaspacs
22 Total ..?m Can be defined as 3 sus of a11 3 metrics ith th lcul e el
Toral S R & 50 with the calculated metrics inside.

cmesvars

Eiens L . . . L
LSRR on roxay. Also, here it is defined how to write and/or combine metrics in
enahyP
EndGCOP H “" 2
o cosccriines the OSTRICH output file named “OstModel.txt”.

# no constraints, but include section to avold warning message
ILnd(ons traints

2.4. Submit the job to execute OSTRICH

The batch file MPI.SLURM will take care of running MP1 OSTRICH (along with pre- and post-
processing) in Linux. This file is based on the Slurm job scheduler and instructions are available
in it. The job is submitted by:

sbatch MPI.SLURM
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Once the job is submitted, MPI OSTRICH will create model subfolders (subl, sub2, ...) and the
“OUTPUT” directory in the main “ost” directory. The OUTPUT folder will contain all model
outputs (if chosen to be saved) as well as OSTRICH output files as shown below.

J subl
J sub2
. sub3
J subd
J sub5
J subb
J subd

Model subfolders
generated by MPI
OSTRICH during the
parallel computing
process.

Mame

OstModelAll.out
7

b
| OstModel30.bt
| OstModel29.bt
| OstModel28. bt
| OstModel27 bt
| OstModel26.bd
| OstModel25.bt
| OstModel24. bt

Mame

Final main output
file that contains
all outputs.

Ostrich output files
corresponding to
each individual
subfolder.

@ﬂuw_l.csv.xz
ﬂow_2.csv.)q
@ﬂuwj.csv.xz
ﬂow_4.csv.)q
@ﬂowj.csv.xz
ﬂow_ﬁ.csv.)q
@ﬂow_?.csv.xz
ﬂow_S.csv.)q
@ﬂow_g.csv.xz
ﬂow_l(].csv.xz

= ow_1l.csvxz ~

Model outputs
saved optionally
in compact
format only for
the purpose of
possible later use.

Once all the simulations are complete, a final file, “OstModelAll.out”, will be created that merges
all OSTRICH output files from each subfolder together. The first 30 lines of this file is shown
below for verification purposes. This case study was conducted with multiple metrics (NS=Nash-
Sutcliffe, NSL=Nash-Sutcliffe of log of flows, and BIAS). Any of these metrics shown in this file
can be copied into the STAR_in.smp for calculation of sensitivity indices by VARS as explained
in the next step 3.

[=] OstModelAll out E3 I

Lok

]

R R R S

B

I
C
L I e R T e i i e i i S

-9.191517E+00 7.153873E-01
-9.032206E4+00 7.260674E-01
-9.317469E+00 7.108401E-01
-9.426883E+00 7.028507E-01
-9.487974E+00 7.018621E-01
-9.533438E+00 6.951073E-01
-9.574348E4+00 6.926478E-01
-9.616727E+00 &.878844E-01
-9.660363E+00 6.858162E-01

Total Obj.

Function NS
-9.199356E+00 7.160031E-01
-9.205568E+00 7.162877E-01

.214393E+00  7.177785E-01
-9.232728E+00 7.151724E-
-9.242306E+00 7.156222E-01
-9.264118E+00 7.141815E-01

(RN

w

Lo D L L L L L W

535711E-01
679963E-01
522318E-01
4208T1E-01
564806E-01
386016E-01
411628E-01

.320026E-01
.057175E-01

NSL

.662109E-01
LB051T4E-01
.653701E-01
3

614247E-01

Wt ot 0

[T FL TR

-400736E-01
-433731E-01
-3TT902E-01
-308164E-01
-250450E-01
-255301E-01
-246845E-01
-245966E-01
-233986E-01

BIAS

-396838E-01
-3598164E-01
-398871E-0
-413253E-01
-397729E-01
.385225E-01

Any of these columns can be used (copied and
pasted) as the model response/metric into
the STAR_in.smp file for generation of VARS
sensitivity indices.

9

]
]
1
£l
9

o

- U3UTR1E+OU T 2197 0TE-UL
071968E+00 7.209518E-01
0S0832E+00 7.221534E-01
000206E+01 &.829990E-01
§74742E+00 6.881432E-01
T49990E+00 6.941680E-01
-614360E+00 7.000734E-01

LhoLd LY L L L

B24104E-01
&77797E-01
534881E-01
511341E-01
S5T0142E-01
565150E-01
831349%E-01

[T T R TR T

- 3YYTH0E-0OL

615607E-01
643493E-01
672025E-01

-182634E-01
-213658E-01
-332160E-01

4.712097E-01 3.482495E-01
4.804278E-01 3.695216E-01
4.699261E-01 3.335134E-01
4.658392E-01 3.483363E-01
4.635499E-01 3.446215E-01
4.631283E-01 3.259854E-01
1.630699E-01 3.367730E-01
4.607245E-01 3.245634E-01
4.594355E-01 3.266506E-01
DUMMY

(for sorting) Parameter 1
4.738514E-01 3.387580E-01
4.727266E-01 3.5388630E-01
4.730334E-01 3.551560E-01
4.734023E-01 3.564660E-01
4.718311E-01 3.582132E-01
4.737400E-01 3.451450E-01
4.729630E-01 3.468755E-01
4.735240E-01 3.594589E-01
4.742149E-01 3.615975E-01
4.732159E-01 3.613097E-01
4.739145E-01 3.391736E-01
4.743813E-01 3.619866E-01
4.738752E-01 3.666462E-01
4.752272E-01 3.598488E-01
4.746420E-01 3.626739E-01
4.586836E-01 3.065665E-01
4. 3

4. 3

4. 3

|
N

-027198E+01
-011750E+01
-039847E+01
-050423E+01
-056821E+01
-081042E+01
-065192E+01
-069226E+01
-073616E+01

[
o e

iy

i

Parameter 2

2B058E+01
-1.028729E+01
-1.02977T4E+01
-031375E+01
-032410E+01
-034486E+01
-031312E+01
-029058E+01
-025261E+01
-023172E+01
-021219E+01
-019159E+01
-017277E+01
-015192E+01
-013099E+01
-108052E+01
-096248E+01
-083757E+01
-070114E+01

|
iy

|
i

[
e

-3.343728E+01 -0.839244E+00
-3.305061E+01 -9.875084E+00
-3.361628E+01 -9.967863E+00
-3.371505E+01 -1.008554E+01
-3.369683E+01 -1.018246E+01
-3.358340E4+01 -1.026660E+01
-3.362373E+01 -1.035303E+01
-3.369463E+01 -1.043699E+01
-3.384069E4+01 -1.051134E+01
Parameter 3
-3.344889E4+01 -9.844231E+00
-3.344875E4+01  -9.860051E+00
-3.346292E4+01 -9.876521E+00
-3.351517E+01 -9.8982TEE+00
-3.354373E+01 -0.915637E+00
-3.358150E4+01 -9.943943E+00
-3.352727E+01 -9.872485E+00
-3.347437E4+01 -9.858934E+00
-3.338930E4+01 -9.816317E+00
-3.333123E+01 -9.795353E400
-3.327124E401 -9.773025E400
-3.327365E4+01 -9.758392E+00
-3.317512E4+01 -9.739264E+00
-3.310598E+01 -9.719636E+00
-3.305880E+01 -9.694933E+00
-3.576558E4+01 -1.0685T3E+01
-3.539790E+01 -1.054965E+01
-3.507664E+01 -1.041643E+01
-3.459826E+01 -1.027435E+01

3) Running VARS to generate sensitivity indices

Here we run VARS again to read model outputs and obtain sensitivity indices:

Navigate to the main VARS folder
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e Change the stage flag on line 19 in VARS_inp.txt to 2
e Copy any of the metrics from “OstModelAll.out” file as a single column in STAR_in.smp
e Run main_VARS.m to obtain VARS output results in VARS_out.txt

Note on model crashes: Similar to other complex physically-based models, some combinations
of parameter values can cause MESH simulations to crash. These crashes are identified by a “-
9999” flag as the calculated metric value for the MESH example here. Before they can be fed back
into VARS for sensitivity indices calculation, these “-9999” values should first be replaced by
“NaN” values so their associated metric can be approximated using strategies available in VARS-
TOOL as explained above.

B2. Model description and case study

MESH is a semi-distributed coupled land surface-hydrology modelling system developed by
Environment and Climate Change Canada (ECCC) for large-scale watershed modelling with
consideration of cold region processes in Canada (Pietroniro et al., 2007). ). It combines the highly
parameterized Canadian Land Surface Scheme (CLASS, Verseghy, 1991; Verseghy et al, 1993)
and the WATROUTE routing module of the WATFLOOD hydrological model (Kouwen, 1988).

MESH uses a grid-based modeling system and takes into account the sub-grid heterogeneity using
the concept of Grouped Response Units (GRUs) (Kouwen et al., 1993). GRUs are the
computational units in MESH often loosely defined to aggregate multiple attributes (e.g., soil and
vegetation characteristics) into a single unit. The GRU concept is very useful for large scale
distributed hydrological modelling because it largely increases computational efficiency by tying
the majority of parameters to GRU types only.

The land surface scheme, CLASS, simulates the energy and water balances of the soil, snow and
vegetation canopy for each GRU type in each grid cell. The amount of surface runoff (as well as
other fluxes) is then calculated for each grid cell by the weighted area average of the existing
GRUs within each cell. Then water is routed by WATFLOOD between the grid cells and across
the river network for the entire basin. Figure below shows a schematic of the MESH model and
the GRU concept.

In this example, the MESH model is applied to Nottawasaga River Basin, in Southwestern Ontario,
Canada as seen below. Ranges used for the parameters are provided in the table below. For more
details on the case study and model application please refer to Haghnegahdar et al. (2017).
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CLASS (Canadian Land Surface Scheme)
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Parameters and their corresponding ranges used in VARS for the MESH model

Parameter Description Range
LAMAX Annual maximum leaf-area index (3,6)
LNZ0 Natural logarithm of the roughness length (-2.6, -1.3)
ALVC Average visible albedo when fully-leafed (0.04, 0.08)
ALIC Average near-infrared albedo when fully-leafed (0.2,0.5)
CMAS Annual maximum canopy mass (kg m?) (2,5)
ROOT Annual maximum rooting (m) 0.2,4)
RSMN Minimum stomatal resistance (s m™) (60, 110)
QA50 Reference value of shortwave radiation (W m?) (10, 50)
VPDA Vapour pressure deficit coefficient ‘A’ (0.2,0.8)
VPDB Vapour pressure deficit coefficient ‘B’ (0.7, 1.3)
PSGA Soil moisture suction coefficient ‘A’ (75, 125)
PSGB Soil moisture suction coefficient ‘B’ 2,8)

" . ) . <10 (85, 100)* sandy soil
SANDi Percent sand in the mineral soil of layer i (%) (0, 45)2 clay loam & silty clay loam
CLAYi Percent clay in the mineral soil of layer i (%) (0. 10)" sandy soil .

(30, 40) clay loam & silty clay loam
ORGi Percent organic matter in the mineral soil of layer i (%) (©,5)
SDEP Soil permeable (Bedrock) depth (m) (0.1,4.1)
Threshold depth above which snow coverage is considered
ZSNL 100% (m) (0.05,0.2)
ZPLS Maximum water ponding depth for snow-covered areas (m) (0.02, 0.15)
ZPLG Maximum water ponding depth for snow-free areas (m) (0.02, 0.15)
DDEN Drainage density (km km2) (2, 100)
XSLP Estimated average slope of the GRU type (0.0001, 0.04)
Ratio of saturated horizontal hydraulic conductivity at a depth
GRKF of 1 meter to the saturated horizontal hydraulic conductivity at | (0.0001, 1)
the surface
MANN Manning's roughness coefficient ‘n’ (0.02, 2)
RATIO The rat_lo_ of horizontal to vertical saturated hydraulic (2,100)
conductivity
WFR2 Channel roughness factor (0.02, 2)

“ranges are based on the crop vegetatoin type
2j indicates soil layer number (1 to 3)
ba parameter introduced by authors representing the horizontal saturated hydraulic conductivity
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